GOVERNMENT ARTS AND SCIENCE COLLEG, KOVILPATTI - 628 503.
(AFFILIATED TO MANONMANIAM SUNDARANAR UNIVERSITY, TIRUNELVELI)
DEPARTMENT OF MATHEMATICS
STUDY E - MATERIAL
CLASS  : II M.Sc. MATHEMATICS) SEM: III

SUBJECT : OPERATIONS RESEARCH(PMAM34)

MSU / 2016-17 / PG —Colleges / M.Sc.(Mathematics) / Semester -III / Ppr.no.12 /
Elective — ITI(b)
Operations Research

UnitI: Transportation Models and its variants : Definition Of The Transportation
Model — Non Traditional Transportation Model — Transportation Algorithm — The
Assignment Model.

Chapter 5 : Sections 5.1, 5.2, 5.3, 5.4 and Exercise problems.

UnitIT : Network Analysis : Network Definitions — Minimal Spanning Tree Algorithm —
Shortest Route Problem — Maximum Flow Model — CPM — PERT.
Chapter 6 : Sections 6.2, 6.3, 6.4, 6.5, 6.7 and Exercise problems.

Unit IIT : Integer Linear Programming : Introduction — Applications — Integer
Programming Solutions — Algorithms.
Chapter 9 : Sections 9.1, 9.2, 9.3 and Exercise problems.

UnitIV: Inventory Theory : Basic Elements Of An Inventory Model — Deterministic
Models: Single Item Stock Model With And Without Price Breaks — Multiple
Items Stock Model With Storage Limitations — Probabilistic Models : Continuous
Review Model — Single Period Models.
Chapter 11 : Sections 11.1, 11.2, 11.3, Chapter 16 : Sections 16.1, 16.2, 16.3
and Exercise problems.

Unit V : Queueing Theory : Basic Elements Of Queuing Model — Role Of Poisson And
Exponential Distributions — Pure Birth And Death Models — Specialised Poisson
Queues — (M/G/1) : (GD/wxo/x)- Pollaczek-Khintechine Formula.
Chapter 17 : Sections 17.2, 17.3, 17.4, 17.6, 17.7 and Exercise problems.

Text Book : Operations Research ( Sixth Edition) , Hamdy A. Taha, Prentice Hall Of India
Private Limited, New Delhi.
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UNIT-I
THE SIMPLEX METHOD

Standard LP form and its basic solutions
Standard LP Form

The properties of the standard LP form is :

I All the constraints (with the exception of the non negativity restrictions on
the variables are equations with non negative right hand side.
i, All the variables are non negative.

iii.  The objective function may be of the maximization or minimization type.
| Conversion of inequalities into equation

An nequality of the type <(>) can be converted to an equation by adding its
L.H.S. with a slack (surplus) variables.

Example : 1 (< constraint)
X;+2x; < 3 1s equivalent to x;+2x,+S5,=3.
Where the slack S;> 0.
Example : 2 (= constraint)
3x,+x, = 5 is equivalent to 3x,+x,1S,=5, where the surplus S,> 0.

If the equation contains negative in the R H.S. then we multiplying the
equation by (-1).

Example : 3
X;+3x; =-5, We write the equation by -x;+3x, =35.

An (<) inequality can be converted to a ( =) by multiply both sides of the
inequality by (-1).

Example: 4
2<4
When we multiply both sides by (-1) we get -2 >-4.

2. Conversion of unrestricted variable into non negative variables.

(8]
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An unrestricted variable x; can be expressed in terms of two non negative

variables by

Using the substitution x;= x;" - x;

Where x;* , x;” > 0.
For example,

1. x,=-5

]

where xF =0, x;” =35
2. =35
where x;* =5, x7 =0

a

in both cases x;" and x;” are non negative.

The substitution is effected in all the construction and in the objective function.
Afier solving the problem in terms of x]-" and x;” , the value of the original variable is

then determined through back substitution.

3. Conversion of Maximization to Minimization

The maximization of the function f(x,, X,..., X,,) Is equivalent to the

minimization of —{(x;, X5, ..., X,).
ie, max(f(x)) = -min(-f(x))

Example

Express the following LP model in standard form maximize z=2x,+3x,+5x3.

Subject to x;+x,-x3 > -5
-6X+7x,-9%; <4
X;+xo+Hdx; =10
X, X>0
X3 unrestricted.
Solution :

Conversion of the given problem 1s
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I Subtract the surplus S, from the L. H.S. of the first constraint and then
multiply both sides by -1 to obtain a non-negative R H.S.

il Add the slack S to the L.H.S. of the second constraint.

iii.  Because the third constraint is already in equation form, no slack (or)
surplus needed in this case.

v. Substitute unrestricted x;= x3 - x3 in the objective and all the constraints,
where x3 and x5 > 0.

The standard L. P. form of the given problem is maximize x=2x,+3x>+5x3 -5X3 .
Subject to

-X|- X2+ X3- X3 + S=5.

-6x;+ 7x;3 - 9x3+ 9x3+ Sy=4.

X+ Xp- 4x57+ 4x3 =10

X1, X2, X3,%3, 51,520
Determination of Basic Solution

The standard LP form includes m simultaneous Linear equation in ‘n’
unknowns (or) variables (m>n). We divide the ‘n” variables into two sets.

i (n-m) variables to which we assign 0 values and

i, The remaining ‘m’ variables whose values are determined by solving the
resulting m equations. If the m equations yield a unique solution then the
associated m variables are called basic variables and the remaining (n-m)
zero variables are referred to as non basic variables. In this case, the
resulting unique solution comprises a basic solution. If all the variables
assume non negative values then the basic solution is feasible otherwise. it
is infeasible. The maximum number of possible basic solution for the

n!

equation in ‘n” unknown is () = e
Example : 1

Consider the following set of two eqns. in five unknown (m=2, n=5)
XX +2%,+3%,= 8
4x 12X, 2x5Hx4H6xs = 4
Solution:

The maximum number of possible basic solutions for m=2, n=51s

4

Scanned with CamScanner



(f})):n_f

m!(n—-m)!
5! 51!
T o25-2)0 2!x3!
__ 5x4x3!
2x3!
=10

Case : 1 Basic feasible solution

Zero (non basic) variable (X2, X4, Xs).

Equations :
Solve x+dx; =8
4x,+2x=4
4x;+16x3=32
4x,+2x; =4
14x; =28
X =222
Solutions:
Unique with x,=0, x;=2
Status :

Feasible basic solution because the basic variables x; and x3 = 0
Case : 2 Basic infeasible solution
Zero (non basic) variable (x3, x4, Xs).
Equations: X;+x=8
4x,+2x,=4
Solutions :
Unique with x=-6, x,=14

Status :

n

Scanned with CamScanner



Infeasible basic solution because x; <0

Case : 3 Infinity of solution

Zero (non basic) variable (x;, X,, X3)
Equations:  4x3;+2x4 =8

2xtxy =4

Solution:

No unique solutions because the equations are dependent.
Status : Infinity of solutions.
Case : 4 Non existing Solution

Zero variable (x, X3, X4)

Equations :
X +H3x5=8
2x,+6x5=4
Solution

Non solution exist because the equations are inconsistent.
Status

Non existing solution.
Example : 2

Find the all basic feasible solution for the following equations x;+3x,+x5=6,
3N HF2x+x,=6.

Solution:

The maximum number of possible basic solutions for m equations in n
unknowns is

() = 2 n=4 m=2

m!{n—m)!

4] _ 4 4x3x2 _
21(4—2)1  21x2! 2x2
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X H3x, x5 H0X, = 6, (1)
I 2x+0x3txy = 6, (2)
n=4, m=2
n-m = 4-2=2
Put x;=0, x2=0
(1) = x3+0x4=6
2) = 0x3+x4=6

x4=6 andx;=6

Put x;,=0, x3=0
(1) = 3x,+0x4=6
(2) = 2x+x4=6

x2=2 and x4y =2

Put x,=0, x4=0
(1) = 3x,+x3=6
(2) = 2x,+0x3=6

K2=3 andx_;=3

Put x,=0, x3=0
(1) = x;+0x4=6
(2) = 3x;+x4=6
;=6 3Ix6+x4=6
1I8+x4=6

Xy =6-18
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=-]2

Put x.=0, x,=0
The solution 1s x,=2, x;=4

Put x5=0. x4=0

The solution is x1=6/7, Xo= %

The basic feasible solutions are

X =0.%=0.X:=6,x,=6
X1=0.%52,x350,x4=2
x1=0,%=3,%x=3,x=0
X1=6,5%=0,%=0, xy=-12
Xi1=2,x=0,x3=4,x4=0

. x1=6/7,x:=12/7_.X3=0,x4=0

I

THE SIMPLEX ALGORITHM

The simplex method always start at a basic feasible solution. Then 1t attempts
to find another basic feasible solution that will improve the objective value. This is
possible only if an increase in a current zero (non basic) variable can lead to an
improvement in the objective value. For a current zero (non basic) variable to become
positive one of the current basic variables must be removed. The selected non basic
variable 1s called the entering variable and the removed basic varniable is called leaving
variable.

The new basic Solution 1s based on Gauss Jordan row operation. The column
associated with the entering variable is called the “Pivot Column™. The row associated
with the leaving variable is called the “pivot row” The intersection of the pivot
column and pivot row is called the “pivot element™.

The Gauss Jordan method used the following to produce the new basic
solution.

1. new pivot row = current pivot row = pivot element (or) old pivot row =
pivot element.
i, for all other row inducing the z-row.

8
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New row = current row — (its pivot column co-efficient) x new pivot row.
Optimality Condition

The rules for selecting the entering variable is called the optimality condition.
Rules for selecting the entering variable

The z-row is obtaining from the objective function by writing z-¢,X;-¢,Xs... -
¢.X,=0. In the starting table 1, -c,. -c,..... - ¢, are the z-row variable co-efficient.

For maximization problem at any stage the variable associated with the most
negative coefficient in the z-row entire into the basic.

If there is a tie it may be taken arbitrary. It the LP is of minimization type of
the variable associated with the most positive co-efficient in the z-row is the entering
variable.

Feasibility condition
The rules for selecting the leaving variable is called the feasibility condition.
Leaving variable

For both the maximization and minimization problem compute the ratio
between the element in the solution column and the non-negative element in the pivot
column. Then the basic variable associated with the smallest non-negative ratio is the
leaving variable.

The step of the simplex method

1. Determine a staring basic feasible solution.

2. Select an entering variable using optimality condition. Stop it there is no

entering variables.

Select a leaving variable using the feasibility condition.

4. Determine the new basic solution by using the appropriate Gauss Jordan
computations goto step 1.

w

1, Maximize  z=2x;+x-3x3+5xy
Subject to
X +H2X,+2x5+H4x, < 40
Xp- Xo P2y < 8

4x,- 2x%,+X3-%4 < 10
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X1, X2, X3, X4 =0
Solution

Introducing slack variable, the
LP becomes max z = 2x+x,-3x;+5x,+08,+0S,+0S;
Subject to
X H2X 2 x5+, +S,+H08,+0S5 =40
2x-Xo+x3+2x+H0S | +5,+0S; = 8
4 -2%+X5-X4+08,+0S,+S5; = 10
Xy, X2, X3, X3, 51, S, $5>0
The z-row is obtained
Z7-2X1-X5+3X3-3%4-05,-08,-0S;=0

Starting table

Basics | Z X1 X> X3 | Xy St |Ss |'S; | Solution | ratio

p | -2 |-l 31510 0 0 0 -
S 0 1 2 2 4 1 0 0 40 ?: 10
]
S; 0 2 | -1 1 0 1 0 8§ = 4 _—

S3 0 4 | -2 1 -1 0 0 1 10 -

-5 1s the most negative co-efficient in the z row.

X4 Is the entering variable.

4 is the minimum ratio.

S, 1s the leaving variable.

2 is the pivot element.

New pivot row = current pivot row = pivot element

New row = Current row — (Its pivot column co.eff ) x new pivot row,

New pivot row = Old S, row + 2
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New Z row = Old z row — (-5) X new pivot row.

New S; row=0Ild S, row — 4 x new pivot row

New S; row=0Id S; row — (-1) x new pivot row
Table 1
Basics X| | X3 X3 x| 5 |S: S; | Solution | ratio
z 3Tl |yl 0|0 |3 0] 20 -
S S @|ojofr|=2fo] 2 | Z=6|_,
X4 L7l Y o | 1450 4 -
S; S| Sh | 3h ooyl ] 1 :
!
Newpivonrow(x4)=§(o 2-1 12 01 0 8
=01-%%1 0% 0 4
New z row = old z row — (-5) X new row
=(1-2-13-5000 0)+45(01-% % 0% 0 4)

=(12-1 3-500 0 0)+ (0 5-5,

=(13

-7 11

2

00 3, 0 20)

New S, row = old S| row —4x (new pivot row)

=(0-34001-20

2

2

4100
4100

40) -4
40) -

24)

01-% % 10

04 -2 240

NewSsrow= (0 4 -2 1 -1 0 0 1 10)-(-1) (O

=0 5-/,3/,00% 1 14)

-7/2 1s the most negative co-efficient in the z row.

X2 Is the entering variable.

6 15 the minimum ratio

3/, 5 0 3/, 020)

2 0 4)

2

“

1

0 16)

221 0% 0 4
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Si is leaving variable (current pivot row)

4 1s the pivot element.

New pivot row = current pivot row + pivot element.
=8, row+4

New z row = old z row — (-7/2) X NEW pIvot row

New x; row = old x4 row — (-1/2) X new pivot row

New S; row=old S; row — (-5/2] X NeW pivot row

Table 2
Basic | Z X X2 X3 X4 Sy S5 S; | Solution | ratio
Vi 1 [ 3g ] 0 (Yl o 7,130 41
x2 |0 |34 v o o]0 6
X4 0|5 XB 0 1 /2 o |1 /8 1 /4 0 7
Ss | 0 [2g| 0 |30 | 3g |3y 1] 29

Since all the z-row coefficient are non-negative the solution is optimal.

The optimal basic feasible Solution is

x;=0
K3=6
max z=4]

2. Minimize z=5x;-4x;+ 6x3- 8x4
Subject to
X;+ 2%+ 2x3- 4x, <40
2 -Xo+ X3+ 2% <8
4, - 2%+ x5+ x4 <10
X, X2,X3,X2>0

Solution;
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Introducing slack variable the L.P.P is

min Z = 5x; - 4x5 + 6x3- 8xy + 0S,+0S,+0S;
Subject to

X+ 2%+ 2x3+ 4xy + §,+0S,+0S; =40

2x) - Xa+ X3+ 2x4 + 08,+0S,+0S; =8

4x, - 2%+ X3 - x4 + 085,+08,+0S; =10

X1, X2,X3,Xs,81,8,,8;20
The Z row is obtained from

Z - 5% - x5+ 6x3+ 8xy - 0S- 0S,-0S;=0

Starting table

Basic |Z |xi X2 X3 x4 | S Sz Si | Solution | ratio
Z 1 -5 4 -6 8 0 0 0 0 -
S, 0 1 2 2 4 1 0 0 40 10
S, 0| 2 1 | 0 1 0 8 4 |»
S; 0 4 -2 1 -1 0 0 1 10 -

!

8 is the largest positive co-efficient in the Z row
X4 is the entering variable

4 is the least ratio

S, 1s the leaving variable

2 1s the pivot element

New Pivot row=S;row + 2

New Z row = old z row — 8 x new pivot row
New S; row = old S, row — 4 x new pivot row

New S; row =old S; row—(-1) x new pivot row
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Table : 1

Basic | Z X1 X2 X3 X4 Si S> S3 | Solution | ratio
Z 1 -13 8 -10 0 0 -4 0 -32 -
S 0 -3 4 0 0 1 -2 0 24 6 |

Xy 0 l '1/2 1/2 1 0 1/2 0 4 .

3 1
ss Lol s [l o | o ||| i .

8 1s the largest in coefficient in z row
X5 Is the entering variable
6 1s the least ratio
S, 1s the leaving variable
4 1s the pivot element.
New pivot row = Srow 4

New Z row = old z row -8 x (new pivot row)

New x4 row = old x; row — (_1/2) X new pivot row

New x; row = old x; row — ['_5/2) X new pivot row

Table : 11

Basic |Z X1 X2 X3 X4 Si S S; | Solution | ratio
Z 1 -7 0 -10 0 -2 0 0 -80 :

3 1 1
% o |4l 1 | 0| o | a7zl 0| 6 6

5 1 1
X4 0 | /8 o | Yol 1 /8| /a0 7 -

3 5 3
Ss 0 E 0 / 2 0 / 8 |~ / 41 1 29 =
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Since all the co-efficient in the z row are negative. The solution 1s optimal.
The optimal basic feasible solution is

x;=0 X, =6 x;=0 Xy =7

Min z=-80
Special cases in simplex method Application

Four special cases arise in the application of the simplex method. They are

i Degeneracy
i, Unbounded solution
il Non Existing solution (or) Infeasible solution.

I. Degeneracy
Degenerate Solution

A solution is said to be degenerate if one or more basic variable of are zero.
Degeneracy

In the application of the condition of simplex method a tie for the minimum
ratio may be broken arbitrary for the purpose of determined the leaving variable.
When this happens one or more basic variable will be zero in the next iteration. In
this case the new Solution is degenerate.

This condition reveals that the LP model has atleast one constraint.
Cycling (or) Circling

Cycling 1s a implication of degeneracy when ties are broken arbitrarily in the
condition the simplex procedure may report the same sequence of iteration without
any improvement in the objective value and never terminating the computation. Such
a situation is called cycling.

Note:
In some situation the solution may be temporarily degenerate.

A practiced rules to avoid cycling.
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I Rearrange the column of the initial simple matrix such that the column of
the basic variable are written first.

I, Divide each number in the tied rows by the corresponding positive number
of the pivot column in that row.

iii.  Compare the ratio column by column find in the identity and then the rest.

iv.  The row which first constrain the smallest ratio contains the outgoing
variable after selecting the pivot row simplex procedure 1s applied.

1. Problem
Show that the following LPP is temporarily degenerate

Maximize Z = 3x; + 2x,.

Subject
4x,t3x, <12
4x;+x, <8
4%,-%;, <8
X1, X2=0
Solution:

Introducing slack variable the LPP is max Z = 3x,+2x,+08,+0S,+0S;
Subject to

4y +3x+8,= 12

4%, +x,+8,= 8

4x;- xo+5;=8

X, X2 5 91, 92,83 =0

The objective functions are obtained by Z —3x,—2x,=0

Initial Table:
Basic Z X1 X> S S, S; | Solution | ratio
Z 1 -3 -2 0 0 0 0 -
S, 0 4 3 | 0 0 12 3
S, 0 4 1 0 | 0 8 2 =
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S; 0 -4 -1 0 0

[S]

f

x; 1s the entering variable, there 1s a tie for the leaving variable between S, and S;.

Let S, be the leaving variable.

4 1s the pivot element.
New pivot row = S;row + 4
New Z row = old z row — (-3) new Pivot row
New S, row =old S, row — 4 x new Pivot row
New S; row = old §; row — 4 x new Pivot row

Table: 1

Basic |Z |x X S S, S; | Solution | ratio
z 1o || o a0 & i
Si 0 0 2 1 -1 0 4 2
i o 1 | Yal o | Yalo]| 2 8
S;3 0 0 -2 0 -1 1 0 =

NewZ row= (1 -3 -2 0 0 0 0) -

3
-3 — 0 TO-ﬁ)

X; 1s the entering variable
S, is the leaving variable
2 1s the pivot element.

New pivot row = S;row + 2

New Z row =old z row — (-5/4] new P.R.
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New x; row = old x; row - i X new P R.
New S; row=old S;row - (-2) new P.R.

In table 1 the value of the basic variable S; is zero and hence the current
Solution 1s degenerate basic Solution. The reason for the degenerate is the tie acquire
in the starting table for the leaving variable S, and S;.

Table: 2
Basic |Z |x Xo S S, S; | Solution | ratio
5 1 17
z [1lo ] o || 7|0 /2 )
1 1
Xa 0 0 1 /2 '/2 0 2 2
-1 3
x [0] 1| o /| 3 | o| °/2 8
8
S5 0 0 0 | -2 1 4 -

New Z row= (1 O-% 0 3/4 0 6)+

5 5 5 10
003355 9
5 1 17
=100 2 - 073
Newx, row= (0 11/, 0 1/, 0 2)-
i 11 L
0 4 8 /8 0 2)

=0 1 0 g 2 03

NewS; row=(0 0 -2 0 -1 1 0) +
©o o0 2 1 -1 0 4)
O 0 o0 1 -2 1 4)

Since all z row co-efficient are positive.

18
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The solution 1s optimal.

Since all the basic variable are non zero the solution is non degenerate. Also
the solution is temporarily degenerate in the second equation iteration.

The optimal basic feasible Solution is x, = 3/2 - X2

max z = 3x,;+2x,

s3x§+2x2

+4

il
(SRRl

17
2

Alternative optima

When the objective function is parallel to finding constraint, the objective
function will assume the same optimal value at more than one solution point. This
optimal solutions are called alternative optima.

In otherwords if a constraint of an LPP 1s satisfy an iteration by the optimal
Solution. Then the LPP has more than one optimal Solution. This solutions are called

alternate optima.
Indication of Alternate optima in simplex table.

If the coefficient in the z-row associated with a non basic variable in the LPP is
0 in the optimal table, then that variable can enter the basic Solution without changing

the value of the objective function.
Note:
If x= (.xlv X3, e x"] and

¥ =(Y1, V2 ..., ¥a) are 1000 optimal solution then X+ (1-a) ¥, where 0 <a < 1
1s also an optimal Solution.

min z = -4x,;+6x-2x;+4x,
subject to
X H2xX,+H2x5+H4x, < 40

2 Xt 2y < 8
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4x-2%HX5-x5 < 10
X1, X2,X3, X4= 0
Solution :
Introducing slack variable the LPP 1s min z = -4x,+6x,-2x5+4x, +0S,+0S,+08S;.
Subject to
X +H2Xo+2x5+4x, +8,+08,+08:=40
2 -Xo a3+ 2xy +085,+S,+0S:=8
4xX,-2x+X5-x4 +0S,+05,+5:=10
X1, X2.X3, X4. 91, S5, S50
The Z row 1s obtained from
Z+4%,-6X,+2x3-4x,-0S-0S,-085

Starting table

Basic Z X1 X2 X3 Xy S S, Si | Solution | ratio
Z 1 4 -6 2 -4 0 0 0 0 -
S 0 1 2 2 4 1 0 0 40 40
S, 0 2 -1 1 2 0 1 0 8 4
S; 0 4 -2 1 -1 0 1 1 10 25 |—»

!

New pivot row = S; row + 4
New Z row = old z row — 4 x new pivot row
New S, row=o0ld S| row— | x new pivot row

New S, row = old S, row — 2 X new pivot row

20
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Table - 1

Basic | Z X X2 X3 X4 Si S S3 | Solution | ratio

4 1 0 -4 1 -3 0 0 -1 -10 -
5 7 17 1 75

Sy 0 0 /2 /4 /4 | 0 |~ /4 /2

1. | 3/ -1

S |00 | o (/2720 |1 2| 3 6 |
1 1 1 1

X 0 1 B /2 /4 - /4- 0 l /4 g 10

!

NewZrow=(14-62-40000)-
(04-21-1001 10

=(10-41-300-1-10)

NewS;row=(0122410040)-

(01 _1/2 1/4 _1/4 00 1/(4 5/2)
5 7 17 1, 5§
© 0353 51042

New S,row=(02 -1 12010 8)-

©2-1 1, 1/, 0014 5

=0 0 0 14 34501 1/3)

New pivot row =S, row + 2
New z row = old z row — 1 x new pivot row

New S, row=o0ld S| row — 7/4 X new pivot row
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Table 2

Basic Z X| X2 X3 X4 Sy Ss S: | Solution | ratio
7, 1 0 -4 0 -8 0 -2 - -16
S 0 0 5/2 0 '9/2 | '?/2 3/2 27
X3 0 0 0 1 5 0 2 -1 6
Xy 0 1 '1/2 0 '3/2 0 '1/2 1/2 1

NewZrow=(1 0-41-300 -1-10)-
(0O001502-106)

=(10-40-80-20-16)

New S; row=(0 0 5/2 7/4 1/4 10 -1/4 75/2.)'

Il
g
o
=
|
o
1
~
i
N~
N
[
~J

New x; row= (0 1 -1/2 1/4 _1/4 0 0 1/4 5/2)+
©oo -t/ S/ 0,1, 3

=0 1 _1/2 0 _3/2 0 _1/2 1/2 1)

Since all the z new coefficients are non negative Solution 1s optimal.
The optimal basic feasible Solution is

x=1, x:=0, x;=6, x4=0

minz =-4x; + 6x,; -2x; + 4x4

=-4(1) + 6(0) -2(6) + 0
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Minz=-16
If we choose x;, X3 as the entering variables then we get another two solutions.
Unbounded Solution

It some LP model the value of the variables may be increased indefinitely
without dating any of the constraints. As a result the objective value may increases
(maximization cases) (or) decrease (minimization cases) indefinitely. In this case, the
Lp has unbounded Solution.

Rules for recognizing unboundedness

If at any iteration the constraint coefficient of any non basic variable are non
positive then the Solution i1s unbounded.

If in addition the objective coefficient of that variable is negative in the cases of
maximization (or) positive in the case of minimization then the objective value also is

unbounded.
1 Show that the following LPP has unbounded solution.
Max z = 2x-X,+3x;
Subject to
X-Xo+5x3 < 10
2x-x+H3x3 <40

X, X2, X3 = 0

Sol:
Introducing slack variables S,, S, the LPP 1s
max z = 2x,-x,+3x3;+08,+08S,

subject to

X-Xo+5x3+08,+08,=10
2X-X>+3x5+08 +0S-=40
xla X2> X3, Sla SJ —>- 0

7-2x+X5-3x5+0+0=0

23
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Starting Table

Basic |Z |Xx, X7 X3 S S, Solution | ratio
Z 1 -2 1 -3 0 0 0 -
S, 0 1 -1 5 1 0 10 2 —>
S; 0 2 -1 -3 0 1 40 -

X; — entering variable

S — leaving variable

5 — pivot element

New pivot row =S8, row + 5

New z row = old z row + 3 (new pivot row)

New S, row =old S, row + 3 (new pivot row)

Table : 1

Basic |Z |Xx X5 X3 S, S, Solution | ratio

7 2 3
Z 1 '/5 /5 0 /5 0 6 -

1 1 1
o o] /s || 1|75 0 2 10

—»

8 3
s, (o] 2 |/5| 0 || 1 46 ol
5 13

z=(1-21-300 0) +
© 3/ 3/ 3 3/ 06

=(1 /s 20 20 6

5

Sa=(02-1-3 01 40) +
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Table : 2
Basic |Z |x Xs X3 S S, Solution | ratio
Z 1 0 -1 7 2 0 20 -
X3 0 1 -1 5 1 0 10 -
S, 0 0 | -13 | -2 1 20 20 |—
Table : 3
Basic |Z |x X2 X3 S, S, Solution | ratio
Z 1 0 0 -6 0 1 40 -
X, 0 1 0 -8 -1 1 30 -
X5 0 0 1 -13 | -2 1 20 -

x; enter the basis all the constraint coefficient of x; are non +ve.
x3 has been increased indefinitely without violating any constraint.
.. The LPP has unbounded solution.

Infeasible Solution

If the constraint are not satisfied simultaneously the LPP has no feasible
solution. This situation can never occur if all the constraint are of the type <

(Assuming non negative R.H.S. constraints).
Because the slack provide a feasible solution.
Transportation Model and Variance

The transportation model is a special case of LPP. It deals with situation in
which a commodity 1s shipped from source (eg. Factories) to destinations. (eg. Wase

houses). The objective 1s to determine the amounts shipped from each source to each

[
=4
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destination that minimize the total shipped cost while satisfying both the supply limits

and the demand requirements.

The general problem is represented in network diagram. There are “'m’ sources
and ‘n’ destinations each represented by a node. The arcs linking the source and
destination represent the routes between the sources and destinations.

L. The transportation cost ¢;; and
11. The amount shipped.

The amount of supply at source ‘i’ is a; and the amount of demand at destination
is b,. The objective of the model is to determine the unknown x; that will minimize
the total transportation cost while satisfying all the supply and demand.

Balanced Transportation problem

The transportation problem which the total supply and total demanded are
equal 1s called a balanced transportation problem.

e, E:‘}—d aj = 2?:1 bi

Suppose the total supply does not equal the total demand. The T.P. model is
said to be unbalanced. In this case the dummy source of destination is added.

It ¥iL, bj =X2, a; then we add dummy source with its supply, ¥jL, b; - X%, a;

It ¥i-; a@; > Xii; bj then we add a dummy destination with corresponding

demand, ¥2,a; =X, b;
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Ex. Balanced

Dy |Dy |Ds |Dy Supply
0, 1 2 3 - 6
0, 4 3 2 0 8
0O; 0 2 2 1 10
Demand 4 6 8 6

Y a,=6+8+10=24

2 b=4+6+8+6=24

2 a;=2X b, the given TP is balanced.
Example : Un Balanced

D, D, Supply

0, 80 215 1000

0O, 100 108 1300

0; 102 68 1200
2300 1400

¥ a; = 1000 + 1300 + 1200 = 3500
h) bj= 2300 + 1400 = 3700

23 <XYb

% b ¥ a; =200

D, D, Supply

0O, 80 215 1000
0O, 100 108 1300
05 102 68 1200
O4 0 0 200

Demand 2300 1400

In mathematical formulation the total cost of TP is given by

27
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z=3¥i,; X, CjXjor
equivalently
z=X2, Zit: G Xj
The mathematical formulation of the TP is given by,
Minimize z=};2; iz, ¢ij Xy
Subjectto, XL, xj<a;, V i=2,... m (supply construction)
2, x;=b, 1=1,2, ..., m(Demand Construction)
xij=>0,1=1,2,...,Mandi=1,2 ... n

Feasible solution

A set of values to the variable x; satisfying the constraints in the transportation

problem is called feasible solution.
Optimal feasible solution

A feasible solution which also minimize the total cost i1s called a optimal
feasible Solution. In mathematical formulation of a balanced transportation problem is
given by

Minimize z= XL, XiZ; ¢iX;
Subject to
Yz Xj=a, i=12...m
Yo %=b, i=1,2....m
X2 0,1-1,2; ..., mand =1, 2, ..., o

Thus the above transportation problem involves mn unknown x;;. There are
m+n constraints of all which are inequation form. Thus m+n equation are not

independent. Since we have one condition.

21 az’=Ejn=1 b

Hence there are m+n-1 independent constraint.

28
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Non Traditional Transportation Models

The application of the transportation model is not limited to be transport
commodity 1s between sources and destination.

Production Inventory Control

Boralis manufactures backpacks for serious hikers. The demand for its product
occurs during march to june of each year. Boralis estimates the demand for the 4
months to be 100, 200, 180 and 300 units respectively. The company uses part time
labour to manufacture the backpacks and as such its production capacity various
monthly. It is estimated the Boralis can produce 50, 180, 280 and 270 units for march
to june respectively. Because the production capacity and demand for the different
months do not match. Accurent month’s demand may be satisfied in one of three

ways.

1. Current month’s production

ii. Surplus production in an earlier month
il Surplus production in a later moth.

In the first case, the production cost per backpack is Rs.40.

The second case an additional holding cost of Rs.0.50 per backpack per month.

In the third case an additional penalty cost of Rs.2 per backpack is incurred for

each month delay.

Boralis wishes to determine the optimal production schedule for the 4 months.

The elements of the production inventory problem for the transportation model

1s given as follows.
Transportation

1. Source1
2. Destination |

3. Supply amount at source 1

4. Demand at destination |

5. Unit transportation cost from
Source 1 to destination |

Production Inventory

Production period i

Production capacity of period 1

Demand period j.

Production capacity of period 1

Demand for period |

Unit cost (Production + inventory + Penalty)
in period I for period ;.
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The resulting transportation model is given as follows

1 2 3 4 Capacity
1 40.00 | 40.50 | 41.00 | 41.50 50

42.00 | 40.00 | 40.50 | 41.00 180
4400 | 42.00 | 40.00 | 40.50 280
46.00 | 44.00 | 42.00 | 40.00 270

e b

Demand 100 200 180 300
The unit transportation cost from period 1 to period j is computed as
Production cost in 1=
Cij =4 Production cost in it holding cost from i to ). 1<].
Production cost in it penality cost fromitoj, 1> ].
For example

Cin = Rs.4000

Cyy = 40.00 +(0.50 +0.50)=Rs.41.00
Cs1 = 40.00 +(2.00 +2.00 + 8.00) = Rs.46.00
THE TRANSPORTATION ALGORITHM
Steps of the Transportation Algorithm
Step 1
Determine a starting basic feasible Solution.

Step 11

Use the optimality condition of the simplex method to determine the entering
variable from among all the non basic variable. It the optimality condition is satisfied.
Stop, otherwise goto step-I11.

Step 111

Use the feasibility condition of the simplex method to determine the leaving
variable from among on the current basic variables and find the new basic Solution
return to step IL
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Determination of the starting solution

A general transportation model with m-source and n-destination has m+n
constraint equation. One for each source and each destination. The model has m+n-1
independent constraint equation which means that the starting basic solution consist of
m+n-1 basic variable.

The starting basic feasible Solution can be formed using one of the following

method.

1. North West corner method
2. Least cost method
3. Vogel Approximation method

1L North West corner Method
The method starts as the North-West corner cell (route) of the tableau (variable x,,).
Step 1

Allocate as much as possible to the selected cell and adjust the associated
amount of supply and demand of by subtracting the allocated amount.

Step 11

Cross out the row (or) column with 0. Supply (or) demand to indicate that no
further assignment can be made in that row (or) column. If both the row and coloumn
net to 0. Simultaneously cross out only one and leave a zero supply or demand in the
uncrossed out row (or) column.

Step 111

It exactly one row (or) column 1s left uncrossed out stop. Otherwise move to

the all to the right if a column, if a column has just been crossed (or) the one before if

arow has be crossed out. Goto stop 1.
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Problem

Using North west comer method find a basic feasible Solution to the following

TP
W, W, W;
F, 8 10 12
F, 12 13 12
F; 14 10 11
Demand 1200 1000 900
Solution
W, W, W;
F, 8 10 2
F, 12 13 12
F; 14 10 11
Demand (b))1200 1000 900

Ya;, = 900+ 1000 + 1200

=3100
Sh, =

=3100
Ta, =Tb,

1200 + 1000 + 900

Supply (a; )
900
1000

1200

Supply (a;)
900
1000
1200

The Transportation problem is balanced basic feasible Solution.

W, W, Wi
F, 300 /LQ//LQ/
F, 12 13 12
F; 14 10 11

Demand 1200/300 1000 900

Supply
900/0
1000
1200
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W, W, W3 Supply
F, w 12| 13 12 1000/700
3 10 11 1200

Demand 300/0 1000 900

W, W Supply
F, 700 13 12 700/0
F3 10 11 1200/900

Demand 1000/300 900

W, W; Supply
s00 10 {900 11 1200

Demand 300 900

Initial basic feasible Solution is given in the following table

W, W, W, Supply
Fi w0 8 10 12 900
2 T 2w 13 |4, 1000
F; 1200
t4 10 900 l]

Demand 1200 1000 900
x;=900, x5;=300, x,=700
x3,=300, x35=9000
The Total transportation cost 1s
z=2i 2% G xj
= 8x900 + 12x300 + 13x700 + 10x300 + 11x900
= 7200 + 3600 + 9100 + 3000 + 9900
= 32800
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2. Least Cost method (Matrix Maxima Method)
Step 1

Identify the cell with the least transportation cost in the entire transportation
table and allocate as much as possible to this cell so that either supply or demand is
exhausted.

Step 2

Eliminate the row or column in which either supply or demand is exhausted. If
both the supply and demand 1s exhausted then eliminate either the row or column but
not both.

Step 3

Reduce the supply or demand units by the amount assigned to the cell in the

uncrossed row or column.
Step 4

Repeat step 1 through step 3 until all the rim requirements are exhausted

(completed).
Example

Solve the following transportation problem by using least cost method

W, W, W, Supply
F, 8 10 12 900
F, 12 13 12 1000
F; 14 10 11 1200

Demand 1200 1000 900

Solution
W, W, W; Supply
Fi | &| 167 127 9000
F, 12 13 12 1000
Fs 14 10 11 1200

Demand 1200/300 1000 900
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W, W, W; Supply
F, 12 /13/ 12 1000
F; 14 100 Ll 1200/200

300 1000 900

W, W3 Supply
F, 12 12 1000
F; . 200 200/200

Demand 300 900/700

W, W; Supply
F, o0 12200 12 1000

Demand 300 900/700

Initial basic feasible solution is given in the following table.

W, W W3 Supply
F, 90 8 10 12 900

F, o0 12 13 a0 12 1000

F; 14 100 10 | 200 11 1200

Demand 1200 1000 900
xy1 =900, x5, = 300, x,5=700, x3,=1000, x,3=200
+ The total transportation cost
Z=3L, Ejn=1 Cij Xjj
= 8x900+12x300+12x700+10x1000+11x200
= 7200+3600+8400+10000+3200

= 31400

L
=4
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3. Vogel Approximation Method
Step 1

For each row (column) with strictly positive supply or demand. Determine a
penality measure by subtracting the smallest unit cost element in the row (column)

from the next smallest unit cost element in the same row (or) column.
Step 11

Identity then row (or) column with the largest penality. Break ties arbitrary.
Allocate as much as possible to the variable with the least unit cost in the selected row
(or) column. Adjust the supply and demand and cross out the satisfied row or column.
If a row and column are satisfied simultaneously only one of the twice two is cross

out and the remaining now (column) is assigned zero supply (demand).
Step 111

a) It exactly one row or column with zero supply (or) demand remains uncrossed
out stop.

b) It one row (column) with positive supply (demand) remains un crossed out.
Determine the basic variable in the row (column) if the least cost method. Stop.

c) Ifall the crossed out row and column have zero. Supply and demand
determine the zero basic variable by the least cost method. Stop.

d) Otherwise go to step 1.

11, Using Vogel approximation method find the basic solution to the following
transportation method.

W, W, W; Supply
F, 8 10 12 900
F 12 13 12 1000
F; 14 10 11 1200

Demand 1200 1000 900
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Solution:

Demand

Column
Penality

F,
Fs
Demand

Column
Penality

F»
F;

Demand
Column
Penality

F,

Demand

Column
Penality

W, W, W; Supply row penality
9200 /[2/ 900/0 (2)
12 13 12 1000 (0)
14 10 11 1200 (1)
1200/300 1000 900

(4) 0) (1)

T

W, W, W, Supply row penality
12 12 1000 (0)
14 |0 11 1200/200 (1)

300  1000/0 900
(2) (3) (1)
T
W, W; Supply Row penality
12 12 1000 ©)
200 200 (3) «—

300 900/700

(2) (1)

W, W; Supply Row penality

12 12 1000 (0)

300 700

(12)

(12)
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Initial Basic Feasible Solution

F
F,
F;

W, W, Wi Supply a

o 8 10 12 900

e 12 13 200 12 1000
14 |woo 10 200 11 1200

Demand 1200 1000 900

Total Transportation cost is

z=8x900 + 300x12 + 12x700 + 10x1000 + 11x200

= 7200 + 3600 + 8400 + 10000 + 2200 = 31400

Algorithm to find the optimum basic feasible solution

Step :

Obtain the starting basis feasible Solution.

Step: 2

To determine the entering variable

Use the method of multipliers to determine the entering variable from among

the current non basic variables.

Method of multipliers

a.

Associate the multipliers u; and v; with row 1 and column j of the transportation
table.

For each current basic variables x;;, the multipliers are chosen to satisfy the
m-+n equations.

Uj+ v; = ¢;; for each basic x;

Solve the equation. The set of equations can be solved by arbitrarily setting

u; =0,

Compute the net evaluation u;+v;-c;; for each non basic variables x;; and with
the value in the right-lower corner of each non basic all, ui+vj-c; < 0 Vi, j then
the current solution is optimal otherwise the non basic variable with maximum

positive net evaluation is selected as the entering variable.

38

Scanned with CamScanner



Step 3
(To determine the leaving variable) suppose x; is the entering variable.

a) Construct a closed loop that starts and ends at the entering variable cell (1, j).
The Loop must consists of connected horizontal and vertical segment only.
Each corner of the closed loop except the entering variable cell must coincide
with a current basic variable.

b) Assign an amount 0 to the entering variable cell (1, j), substract and add
alternatively the amount 6 at the successive corner’s of the loop.

¢) Choose the value ‘0’ so that

1) The supply and demand requirement remains satisfied and

if) New values of the variable remain non negative. For the reason stated in
(0) we choose 0 as the minimum value of the basic variables with —ive
sign in the loop.

d) The entering variable is selected from among the —ive signed cornor variables
of the loop having smallest value.

Go to Step 2.

—

Solve the following Transportation Problem.

W, W, W, Supply
F, 8 10 12 900
F, 12 13 12 1000
F; 14 10 11 1200

Demand 1200 1000 900
Solution:

Obtaining the starting solution by using North west corner method.

W, W, W; Supply
Fro [ g7) 87| 127 900/0
F, 300 700 1000/700/0

Es | A7 et e 1200/900

Demand 1200 1000 900
300/0 300
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The above table gives the initial basic feasible Solution of the given transportation
problem.

First we have to find the multipliers v;'s and u;'s by using the equation.

u; + v; = ¢; for basic variable.

u,=0

Basic variable u+vi=¢; Solution
X11 utvi=8 u=0=v=8

0+v;=8

X7 wutv, =12 v=8 = u,=4
X325 wtvy =13 wu=4 = v=9
X32 utva =10 v»=9 = u;=1
X33 ustvi=11 u= 1= vs=I10
u; =0 w=4 us=1
vi=8 va=0 vi=10

non basic variable u; +v;-¢;

X2 u+tva—cvp=0+9-10=-1
X13 u+vy-cpp=0+10-12=-2
X3 U+ Vvy3—C3= 4+10-12=2
X31 us;+vy—cy = 1+8-14=-5

TP 1s of mimimization type we choose the max ratio as entering variable.
Ui+ vi-¢;j>0some i,
The current solution 1s not optimal to find the leaving variable.

Draw a loop which start with the cell (2, 3) the loop has only the horizontal and
vertical line and every corner element of the loop is a basic variable (allocated cell)
expecting starting point.

vi=8  vp=9  vy=10

u=0 [ 8] 10 12

u=4 a0 12|70 13- |6+ 12
FT1=1

uy=1 14 | 300 10,9 o0 11
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The value with (-) sign are 700, 900
The minimum {900, 700} = 700
0=700.
The nitial basic feasible solution becomes.
W, W, W; Supply
F, g0 8 10 12 900
F, 30 12 13 700 12 1000
F; 14 woo 10 | 200 11 1200
Demand 1200 1000 900
X2, 1s the leaving variable
Basic variable U Hv=cy Solution
X1 u+v,=8 u=0=v=8
X5 u+v=12 vi= 8§ = u=4
Xo3 ustvs=12 u-=4 = vs=8§
X33 uy+v>=10 u=3 = v=7
X33 uztvi=11 vi= 8 = u=3

Ll]=0 L|;s_=4 Ll3=3

non basic variable

X772

31

U + v - ¢y
ul+vj-c,-j
0+7-10=-3

u; +vs—Cp;
0+8-12=-4
u+va—cn
4+7-13=-2
us + vi—Csyy
3+8-14=23
Vi,

vi=8 v=7 v;=8
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.~ The solution is optimal

W, W, W Supply
F, s 8 10 12 900
F, 30 12 13 w00 12 1000
F; 14 | w0 10 |200 11 1200

The transportation cost = 8 x 900 + 12x300 + 12x100 + 10x1000 + 11x200

= 7200 + 3600 + 8400 + 10000 + 3200

=31400
2, Solve the T.P.
W[ Wg W3 d;
F, 0 2 1 6
F> 2 1 5 9
F; 2 4 3 c
bj 5 5 10
Solution
Obtaining the starting solution by using North West Corner method.
W| W: W_?, ai
F 0 2 1 6/1/0
F, 2 1 5 9/5
F3 2 4 3 5
bj 5/0  5/4/0 10

The above table gives the initial basic feasible Solution of the given
transportation problem first. We have to find the multipliers vi's and u,s by using the

equation u; + v, = ¢; for basic variable.
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U= 0
Basic variable u;+v;=c; solution
Xi1 wHvi=eq u =0

0+v;=0 =v;=0

X2 wtva=cp w=0=>v,=2
X2 U +Vy= €
u,+2= U =- |
X173 U, tvy= 5 L=E-1=v;=6
X33 u;tvs=3 u; =3-6=-
u, =0 u=-1, u;=-3
vi=0, Vo=2, V=6
Non basic variable U+vi=c;
X3 utvy-c3 = 0+6—-1 =5 «
X7 U+v |-Gy = -1+0-2 =3
X31 ustvyp-c3; = -3+0-2 =-5
X33 ustvs-c3; = -3+2-4 =-5

TP is of minimization type choose the max ratio as entering variable.
u;+ vi—c¢;; >0 for same 1,
The current solution is not optimal.

To find the leaving variable

Draw a loop which start with the cell (1, 3) the loop has only horizontal and
vertical line and every corner element of the loop is a basic variable expecting starting
point.

vi=0  v,=2 V=6
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u;=-3

The value with (-) sign are {1,
The minimum {1, 5}=I

0=1

3]

The initial basic feasible Solution becomes

W, W, W;
F, 50 2 11
F; 2 |5 1 45
F; 2 4 53
X2 1s the leaving variable
Basic variable uitv=c Solution
Xi1 ut+v;=0 u=0 =v=0
X13 wtvs=1  u=0 =vs=l
X22 utvy =1 =4 =v,=-3
Xo3 wLty; =35 vi=1 =u =4
X33 Ustvy;=3 vi=1 =u=2

=0, u=4, u=2 v, =0, v,.=-3, vi=I

Non basic variable u;+ vj-¢;

X2 uy+vs—2=0+(-3)-2=-5

X2 Ww+vi—2=4+0-2=2 «

X311 ut+tvi—2=2+0-2=0

X132 Uz +va—4=2-3-4=-5
44
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Transformation problem is of minimization type we choose the max. ratio as

entering variable u;+ v; - ¢; > 0 V some 1,
The current solution is not optimal
To find the leaving variable.

Draw a loop which start with a cell (2, 1). The loop has only horizontal and
vertical line and every corner element of the loop is a basic variable expecting starting
point.

The initial basic feasible Solution becomes.

50-|+ 2 ]
11

2 - 14 5
2 4 3

X»3 Is the leaving variable.

Basic variable u; + v =c; Solution
X11 utv; =0 =0, v;=0
X13 utva=1 =0 = vi=l1
Xo Uty =2 =0 = u,=2
Xa3 utv, =1 u=2 = v,=-1
X33 u;tv; =3 vi=l = u;=2

u =0, =2, u;=2

vi=0, vi=-1, vi=I

Non Basic variable u;+vj=c¢; Solution
X12 0+1-2 -1
X323 2+1-5 -2
X31 2+0-2 0
X32 2-1-4 -3
wtvi—c;<0Vi,j
45
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~ The Solution 1s optimal

F, 10 2[5 1
F, 42 |5 1 5
F, 2 4 |5 3

Total Transportation cost is= 1x0 + 5x1 + 2x4 + 5x1 + 5x3

I=+548-+5+% 15
= 33
SIMPLEX EXPLANATION OF THE HUNGARIAN METHOD

The assignment problem in which ‘n” workers are assigned to ‘n” jobs can be
represented as an LP model in the following manner.

Let c; be the cost of assigning worker 1 to job j and define

. _ lifworkeriis assigned to job j
‘M p otherwise

Then the LP model is given as minimize 2= )L, Xt € X
Subject to

T, xy=Li=l2...n

Y1 x;=1,7=1.2....n

x;=0 or .

The optimum solutions of the LP model remains unchanged if a constant is
added to (or) subtract from any row (or) column of the cost matrix ¢;. To prove this
point, let p; and q; be constant subtracted from row I and column j, then the cost
element c; 1s changed to ¢; = ¢j-p;-q;.

Next we show that, using the objective coefficient “¢;;” yield the same optimum
value of x;; when ¢; 1s used.

Ci=Ci—Pi—q
— n n .
z=XIL; XL Cij-Xj

=Yt E?:L Cjj X:j‘z?ﬂ Zi“=1 Pi Xjj - Yt Zi“=1 Xjj
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= 2?=1 Ein=1 Cij XIJ-E?=1 o E?:l pi Xjj - E;Ll anr:l Xij
=2im E?:l Cij K.j-z{':l pi E?=1 q
7= E;Ll Ef’:l C; X; - constant

The new objective function differ from the original one by a constant the
optimum value of x; must be same in the both case.

TRANSSHIPMENT MODEL

In a transportation problem the commodity 1s closed from destination to and
from source to same where not considered.

A three sources and four destination problem can be given as follows.

Transportation Transshipment
D, Dy
5y 5y
D, D,
S S
Ds
Dy
Ss Sy
Dy
D;

In a transshipment problem the flow can be in both directions. As
transshipment problem has more reflexivity than a transportation problem, it can give
the better solution than a transportation problem it transshipment is cheaper the T.P.
Here the destination and source will play the roles of each other as we can transfer the
entire for a part of commodity to one of the sources for destination and then to the
required destination.
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Example

Two automobile plants P, and P, are linked to three dealers D,, D, and D; by
way of two transit centres T, and T, according to the network given below.

1000 (’;\

800

e T, = 300
(Y N

The supply amount at plants P, and P, are 1000 and 1200 cars and the demand
amounts at dealers D, D, and D; are 800, 900 and 300 cars. The shipping cost per car
(in one hundred of dollars) between pairs of models are shown on the connecting links
are of the network.

Transshipment occurs in the entire supply amount of 2200 (1000+1200) cars at
nodes P, and P> could pass through any mode of the network before ultimately
reaching their destinations at nodes D), D; and D;. The mode of the network with
both and output aros (T,. T,, D, and D,) act as both sources and destinations and are
referred to as transshipment nodes. The remaining nodes are either pure supply nodes
(P, and P) and pure Demand nodes (v, Dj).

The transshipment model can be convert into a regular transportation model
with 6 sources (P, P,, T, T2, Dy, D;) and 5 destinations (T, T>, D;, D; and D;). The
amount of supply and demand at the different nodes are computed as

supply at a pure supply mode = original supply
Supply at a transshipment mode = original supply + buffer
Demand at a para demand mode = Original demand

Demand at a transshipment mode = 0.D + Buffer.

48

Scanned with CamScanner



The buffer amount should be sufficient large to allow all the original supply (or
demand) units to page through any of the transshipment mode.

Let B be the desired buffer amount then
B = Total supply (or demand)

= 1000 + 1200 (or 800 + 900 + 500)
B = 2200 Cars.

Destination

(=]
= Oy
[

|
]
L]
]
1
L]
h
L}
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UNITII

NETWORK MODEL

NETWORK

A network consists of set of modes linked by arc (or) branches. The notation
for describing a network 1s (N, A) where N 1s the set of nodes and A 1s the set of arc.

Fox example

N={1,23,4,5)

A={(1.2),(1.3),(23), (2,4), (2,5), (3,4). (3.5), (4.8)}

N={1.2.3}
A=1{(2,1),(2.3)}
Directed or Oriented Network

A arc is said to be directed or oriented of it allows “+’ive flow in one direction
and zero flow in opposite direction. The direction network has all directed branches.
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Path:

A path 1s a sequence of distinct branches that join two nodes regardless of the
direction of the flow in each branch. A path forms a loop or a cycle if it connect a
node to itself.

Path
1-2-3-4-5
1-3-4-5
Loop:
1-2-3-1
1-2-4-2-1
1-3-5-2-1
Directed path:

Directed loop

Directed loop (or) circuit is a loop in which all the branches are oriented in the
same direction.

Connected Network

A connected network is such that every two district nodes are linked by atleast
one path.

L
—
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Disconnected
) &)
<\E i

A tree is a connected network that may involve only a subset of all nodes of the

network.
1 3
2 4

Tree:

L
e
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Spanning Tree

The spanning tree links all the nodes of the network with no loop allowed.

1. For each network determined.

a) Path

d) A tree

b) loop

Solution:

a) Path

b) Loop

c) Directed Loop

1-2-5-1
1-3-4-5-1
1-3-5-1

d) Tree

¢) directed loop (or) a credit

e) A spanning tree.

L
e
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e) Spanning Tree

CPM and PERT

Critical Path Method (CPM) and Program Evaluation and Review Technique
(PERT) are network based method designed to assist in the planning scheduling and
control of project.

A project 1s defined as a collection of inter rebated activities with each activity
consuming time and resources.

The objective of CPM and PERT is to provide analytic means for scheduling
the activities. First we define the activities of the project the relationship and their

time requirement.

Next, the project 1s translated into a network that shows the precedence

relationship among the activities.

The third step mnvolves carrying out specific network computation that
facilitates the development of time scheduling for the project.

Network Time Schedule
—]
Project Network —
Activities ] ™ Calculation & —
—
| —
54
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The two type techniques CPM and PERT which were developed
independently differ in that CPM assumes deterministic activity duration. PERT
assumes probabilistic duration.

Network Presentation

Each activity of the project is represented by a directional arc (more commonly
known as arrow) point in the direction of progress in the project. The node of the
network (also referred to as event) establish the precedence relationship among the
different activities of the project.

Three rules are available for constructing the network.
Rule : 1

Each activity is represented by one and only one arrow in the network.
Rule: 2

Each activity must be identified by two distinct end node.
Rule : 3

To maintain the correct precedence relationship the following question must be
answered as each activity is added to the network.

a. What activities must immediately precede the current activity?
b. What activities must follow the current activity?
c. What activities must acquire concurrently with the current activity?

©)

A '

l

I

i

I

i
B ¥

LT N @

— o

5L
\'h
‘\
Y

L
n
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1.

Construct the project network.

Activity ABCDEF G H I

Predecessor - - - A B C DE B HF

Solution.

2,

Construct the project network compress of activity A to L with the following

relationship.

1. A. Band C be the first activity of the project can be executed ... ..
2. Aand B proceed D

3. Aand B proceed E, F and H

4. Fand C proceed G

5.
6
7
8

E and H proceed I and J

. C.D,F and J proceed K
. K proceed L
. 1, G and L are the terminal activities the project.

Solution.

Activity A D D

Predecessor A B C AB

7

Activity A B C D E F G H 1 J K

. = - (A.B) (A.B) (A.B) (F.C) (A.B)(E.H) (E.H)
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Critical Path Computations
Critical

An activity is said to be critical when there 1s no Leeway in determine start and
finish times.

Non critical

An non critical activity allows some scheduling slack, so that the start time of
the activity may be advanced or delay within limits without affecting the completion
date of the entire project.

Event

An event as a point in time at which activities are terminated and others are
started.

Some definitions are as follows
1) = Earliest occurrence time of event j.
Aj = latest occurance time of event |

Di1j = Duration of activity (1, J)

L
|
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The critical path calculation involve two passes the forward pass and backward
pass. The forward pass determine the earlier occurrence time of the event and
backward pass determine latest occurrence time of the event.

Forward Pass : (Earliest occurrence times of event j)

In this pass the competition starts at node | and advanced to end mode n.
Initial step

Set [ 1= 0 to indicate that the project start at time 0.
General step |

Given that nodes p, q and v are linked directly to node j by incoming activities
P.D(q.1)..., (v,]) and that the earliest occurrence times of event j is computed as

y=max { Op+Dpj, Ogt+Dqy, .., Ov, Dvj)
The forward pass is complete when forward pass [ n at node n 1s computed.
By defn [j represent the largest path 1 duration to node |.

Backward Pass : (Latest occurrence times (A)

Following the completion of the forward pass, the backward pass computation
start at node n and regres to node 1.

Initial Step

Set An = to indicate that the earliest and latest occurrence of the last event of
the project are the same.

General Step j

Given that nodes P, q... and v are linked directly to node j by outcoming
activities (). p). D, q).... and (), v) and that the latest occurrence time of event (node)
p. . ... and v have already been computed, then the latest occurrence of time of event j
is computed as

Aj=min{Ap-Djp. Ag-Djq. ..., Av-Djv}

The backward pass is complete when Al at node 1 is computed.
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Based on the proceeding calculation an activity (1. j) will be critical if it

satisfies 3 condition
L. A= 11
il Aj=1)
i, Ajl—Ai=01j-Ci=Dj
The three condition state that the earliest and latest accurance time of the end

event 1 and | are equal and that the duration Dij that time span exactly that does not
satisfy all the conditions is thus not critical.

Il Determine the critical path for the project network all the duration are in days.

Forward pass

Step 1
Set C1=0
Step 2
02=01+DI2
=0+5
02=5
Step 3

C3=max {01+D13, (12+D23}

max {0+6, 5+3]
= max |6, 8}

=8
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Step 4
04 =102+4D24

=5+8

13

Step 5

O5=max {O3+D35 + [4+D45]

(842, 13+0}

13
Step 6
06 =max {(03+D36 + C05+D56, 04+D46 |
=max{8+11, 13+12, 13+1}
=max{19, 25, 14}

=25

Backward pass The project can be completed in 25 days.

Backward pass:

Node 6 =06 =25

Node 5
A5 =A6-D56
=25-12
=13
Node 4

Ad =min {A6 — D46, A5 — D45}
=min {25-1, 13-0}
=min {24, 13}

=13
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Node 3
A3 =min {A6 — D36, A5 — D35}
=min {25- 11, 13-2}
=min {14, 11}
=11
Node 2
A2 =min {A3 - D23, Ad - D24
=min {11-3, 13-8}
=min |8, 5}
=35
Node 1

Al =min {A2 - D12, A3 - D13}

=min {5-5, 11-6}

=min {0, 5}

=0

Take =1, j=2

I. Ai= i
Ai=01=0

ii. Aj=10j
A2=[2=5

iii. Ai=Ai=0j- 0

A2=Al=02-01=5
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The cnitical path 1s 1 22—54—55-6

The sump of the duration of the critical activity
= duration of the project (25 days)
=5+8+12=25

2. Determine the critical path for the project network of the duration are in days.

(]

Solution:
Forward pass
Step L
Set01=0
Step 2:
Set [2=[1+DI12

=0+2=2
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Step 3

O03=01+D3
=0+3=0
Step 4
04 =max{[2 + D24 + 3 + D34]
=max{2+2.3+3} =6
Step 5
O5=max{C3 + D35+ 04 + D34}
=max{3+2.6+0}=6
Step 6
06 =max{[3 + D56 + 04 + D46}
=max{6+7.6+3}=13
Step 7

O07=max{C5+ D57+ 06+ D67, 04 + D47}

=max{6+5, 13+6,6+2} =19

The project can be completed in 19 days.
Backward pass

Node 7= 19 - A7
Node 6

A6 = AT-D67

=19-6=13
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Node 5
A5 =min{A7-D51, A6-D56},
=min{18-5, 13-7 }
=min {14.6}=6
Node 4
A4 =min{A7-D47, A6-D46},
=min{19-2, 13-3, A6-D45, 6-0}
=min {17. 10,6} =6
Node 3
A3 =min{A5-D35, A4-D34},
=min{6-2,6-3} =3
Node 2
A2=A4-D24 =6-2=4

Node 1 Al =min{A2-DI2, A3-D13}

=min{4-2, 3-3}
={2,0}=0
Take i=1, j=3
1. Ai=1=0
Ii. Ai=1]j
A3=1013=3

iii.  Aj-Aj=0j-01
A3-Al=03-01

3-0=23-0=3
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The critical path 1s (=3 — 4 55 56 —7. The some of the duration of the
critical activity

= duration of the project
=3+3+7+6
= 19 days.

Construction of the time schedule

The information obtained from the calculation can be used to develop the time
schedule. We recognize that for an activity (1, j) forward pass [I1 represent the earliest
start time and Aj represent the latest completion time. This means that (Cli | A))

delineates the (maximum) span during which the activity (1, j) may be scheduled.
Construction of Preliminary schedule

The method for constructing a preliminary schedule is illustrated by an
example.
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Determine the time schedule for the project Network

We can get a preliminary time schedule for the different activities of the project
by delineating the respective time span. The project network provides this result.

To observation are in order

1. The critical activities (shown by solid lines) are scheduled on right after the
other two ensured that the project is completed within its specified 25 days
duration.

2. The non critical activities (shown by dashed line) compass span that are larger
than the respective duration thus allowing slack in scheduling them within their
allotted span.

N
A-3
-8 | critical
; G-12 i
L o
.
E2
b r S - nom eritical
E-11
posmememm s mte et ae 4
basasiasrnssbibsnasdomss 4
crcn v bvere e b brea el %
0 5 10 15 20 23 0 ES 4

Determination of the Floats

Floats are the slack times available within the allotted span of the non critical
activity. The two most common floats are the total float and the free float.

The figure gives a convenient summary for computing the total float (F Fij) and
the free float (FF for an activity (1. j). The total float is the excess of the time span
defined from the earliest occurrence of event to the latest assurance of event j over the
duration of (1, j).

ie, TFij = Aj - Ui - Dij

The free float is the excess of the time span defined from the earliest
occurrence of event 1 to the earliest occurrence of even j over the duration of (1, ).

ie. FFij= [j - Oi - Dij
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By defn
FFij < TFij
RED - FLAGGING RULE
For a non critical activity (1, J)

a. If free float FFij = TFij then the activity can be scheduled anywhere within in
its 1, Aj ... Without causing scheduled conflict.

b. If FFij < TFij then the start of the activity can be delayed by no more than FFij
relative to it’s earliest start time (1) without causing schedule conflict.
Anyway larger than FFij (But not more than TFij) must be accompanying by an
equal delay relative to (Cj) in the start time of all the activities leaving node.

The implication of the route rule is that a non critical activity (1, j) will be red
flag if its FF1j < TFij. This red flag is important only if we decide to delay the start of
the activity passed its earliest start time (11 in which case we must pay attention to the
start time of the activities leaving node | to avoid schedule conflict.

INTEGER LINEAR PROGRAMMING

Integer linear programming (ILP) are linear programs in which same or all the
variables are restricted to integer value.

Pure Linear Program

A pure integer program is one in which all the variables are integer
Mixed Integer program

A mixed Integer Program is one in which some of the variable are integer.
Capital budgeting Problem

There are m projects to be evaluated over a ‘n’ year planning horizon. The
following table gives the expected returns to each project available funds for each year
and the associated yearly.
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Expenditures

Project Expenditures per year Returns
1 2 3 ....Jeen....n
1 Ci Cn2 e G -+ Cin a
2 Ca Cn o IR Vs P a;
1 Ci Ci2 Cij --Cin q
m Cmi Cm2 O - U - AL
Available |b; bs TR ,
funds

The problem is to determine the project to be executed over the n-year horizon

so that the total return is maximum. This is called the capital budgeting problem.

Hence the problem reduced to a “yes-no™ for its project.

Defined x; as follows x; =

Since the ILP model is max z=a;x;+a;x,+... . +a,Xm

Subject to

Cuxpteaxat... 4CmiXm < by

Ciaxtenxat... tepmXy

CiXpteaXot... . FCupXm <

IA
g

A
o
5

This is a pure ILP Model.
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1if projectiis selected
0 if projectiis notselected
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Five projects are being evaluated over a three year planning horizon. The following

table gives the expected returns for each project and the associated yearly expenditure.

: Expenditure (million $) Returns
Project )
7 3 (million $)
1 5 1 8 20
2 4 7 10 40
3 3 9 2 20
4 7 4 1 15
9 8 6 10 30
Available funds 25 25 25
(million §)
Solution:

Determine the project to be executed over the 3 year horizon.

The problem reduce to a “Yes-No™ decision for each project.

Defined the binary variable xj as

1 if projectiis selected

Defined X; as follows Xi= pif project iis notselected

Since the DIP model 1s gives as
max z = 20x,+40x>+. ... +20x;5 + 15x4+ 30x5
Subject to
Sx+H4x,H3xH X +H8xs < 25
X+ TX 9%+ H6Xs < 25
8x;+10x,+2x5:+x,+10x; < 25
X1, X2, ... Xm =(0, 1)

This 1s a pure ILP model
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FIXED CHARGE PROBLEM

There are three telephone companies in which a person can subscribes to their
long distance service. The following table gives the flat monthly charge and charge
per minutes for a long distance service fixed by the three companies.

Company Flat monthly Charge per
charge (Rs) minute (Rs)
A 16 0.25
B 25 021
C 18 0.22

Mr.X usually makes an average of 200 minutes of long distance calls a month. He
need not pay the flat monthly fees unless he make calls and he can calls among all
three companies.

The problem is how should Mr. X use the three companies to minimize his
monthly telephone bill. This problem is called fixed charge problem.

Formulation of ILP
Define x, = company A. long distance minutes per month.
X; = company B, long distance minutes per month.

x3 = company C, long distance minutes per month.

_ 1ifxy>0
Y1 = 0ifx,=0

_1ifx,>0
Y2= gifxp=0

1ifx3>0
37 0ifxz=0

Since Mr.X makes about 200 minutes per month x;+x,+x3;=200
The ILP model is minimize z
ie, min z=0.25x,+0.21x,+0.22x5;+16y,+25y,+18y;

subject to

70

Scanned with CamScanner



X+ Xs+x3; <200
x; <200y,
X2 <200y,
X3 <200y,
X;.X2, X3 =0
Y1, ¥2,¥3=(0, 1)
This 1s a mixed ILP model.
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UNIT H1
INTEGER PROGRAMMING ALGORITHM

Two general methods have been developed for generating the special
constraints referred to

1. Branch-and-Bound (B&B) method
2. Cutting plane, method

1. Branch — and Bound method

Set an initial lower bound z = -g and the optimum objective value of ILP, set
i=0.

Step 1
(Fathoming / Bounding)

Select LP,; the next sub problem to be examined. Solve LPi and attempt to
fathome it using one of there conditions.

a. The optimal z value of LPi cannot yield a better objective value then the
current lower bound.
b. LPiyield a better feasible integer solution than the current lower bound.
c. LP1 has no feasible solution.
Two cases will arise.

a) If LPI is fathomed update a lower bound if a better ILP solution is found. If
all subproblems haves been fathomed stop optimum.
if any otherwise, set 1=1+1 and repeat step 1.
b) Ifall LPi is not fathomed goto step 2 to effect branching,
Step 2 (Branching)

Select one of the integer variable xj. whose optimum values x; in the LPi

solution is not integer eliminate the region [x]] <xj < [x{] + 1

Where [v] defined the largest integer < V by creating two LP subproblems that
correspond to x; < [x{]
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and x> [xj]+1

set | =1+1 and goto step |

The given steps apply to maximization problems. For minimization we replace

the lower bound with an upper bound whose initial value is z=+u

1. Consider the following ILP (B&B) method

max z = 5x; + 4x;
subject to
Xtxa <5
10x,+6x, <45
X1, X2=> 0 and integer.
Solution:
We consider to given LP as Po,
max z = 5x;+4x,
subject to
Xtx; <5
10x,+6x> <45
X, Xo=> 0 and integer.
Consider the first constraint as
X +HxX,= 5
put x; =0
X>=35
point (0, 5)
put x=0
X1=35
point (5, 0)

Consider the second constraint
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10x;, + 6x, =45

Put x [=0

45
Xy = =—
& 6

point (0, 4/¢) (0,7.5)

putx; =0
10 x, =45
X1 =45
pomnt (4.5, 0)
AY

B{3.75,1.25)

Solve
X;+x>2=5 (1)
10x, + 6x, =45 (2)

10x; + 10x, =50

4x,=5
Xy=>=125
4
\'.|=5'1_2S
=3.75

x1=3.75,x2=125
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The point1s (3.75, 1.25)

At(0,0)

max z = 5x; +4x»

z=0

At(4.5,0)

max z = 5x; + 4x,
z=545+0

=225

At(3.75.1.25)

Maxz=35x3.75 +4x1.25
=18.75+5.00
=2375

At (0, 5)

Solve :

Maxz=0+4x5
Z=20

S maxz=2375atB.

. Optimal Solutions are x,=3.75, x,=1.25 and x=23.75.

Here x; and x; values are not integer
We choose x, as the branching variable.
LPo is subdivided into two branches
LP,=LP,+x,<3
LP,=LP,+x,>4

LP,
Consider the LP1
max z = 5x; +4x,
subject to
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XX, <5
10x;+6x; < 45
x1<3
Consider the equation x; + x, =5
The point is (0.5) and (5, 0)
Consider the eqn 10x,+6x, =45

The point is the (0, 7.5) and (4.5, 0)

0.7

Sh10.5)

4
3
B(32)
2 L]
I \
X
o

1 2 3 4\\\& 7 -

X;+xXo=5
‘(]=3
X, =5-3=2

The point is (3. 2)
At O (0,0)
X;=0,%=0

Zz=5x;+4x=0

At A(3,0)
X =3.x,=0
z=5x3=15
At B (3.2)
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=3, x%=0
z=5x; +4x;
=5x3+4x2
=23

At C(0,5)
z=5x0+4x5
=20

max z=23

The optimal Solutions are x;=3, x,=3 and z=23

Here x; and x; are integer
Solve LP,
Consider the max z = 5x; + 4x,
Subject to
X +x <5
10x; + 6x; <45
x; >4
Consider the equation x;+x, =5
the point 1s (0. 5) and (5.0)
consider the equation 10x;, + 6x, =45
The point 1s (0, 7.5) (4.5, 0)
10x; + 6%, =45
x; =4
10x4 + 6%, =45

X, =0.833
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MY /]

0.7)

S (5.0)

s

0 1 2 3 4 \\ 6
(40

At0(0.0)
z=0
AtA (4,0)
z=20
At B (4.50)
z=225
AtC (4,0833)
z=15x, +4x,
max z=23 332
Here x, is integer and X, is not integer.

.. The Solution 1s not optimal

We choose x; as a branching variable. We subdivided LP; in subpbm in 2 sub

pgn.
LP;=LP;+x, <0
LPy=LPy+ x> 1
Solve LP;

max z = 5x; + 4x;
Stox;+x, <3
10x;+6x> <45
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X, X2 =0

AY -
§
7
5
4
3
: / \\ X
0 1 2 3 {:m \ 6 7
At O(0,0)
z=0
At A(4,0)
z=5x4=20
At B45,0)

z=5x45=225
maxz=2235
The optimal Solution x,=4.5. x,=0 and z=22.5
X Is not integer x; 1s integer. The Solution 1s not optimal
The LP; can be subdivided into two program.
LPs=LP;tx, <4
LP,=LPs+x,>35
Solve LP;
max z = 5x; + 4x;

X;+x, <5
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100x, + 6x, <45

K|24

N Y N
=4

=l

= aat I ad e L s

At O (0,0)
z=5(0)+4(0)=0
At A (4,6)
z=20
The optimal Solution x;=4, x,=0. z=20
The Solution 1s optimal
Solve LPs
max z = 5x; + 4x,
X;+x3<35

10x; +6x, <5
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Y N N
=4

’ AN

0 1 2 3 4 \

LPg is fathomed because is it has no solution.
Solve LPy
Max z = 5x, +4x,
Sto xitx; <5
Ox;+6x; <45
X; >4
x> <1
LP has no Solution

LP, is fathomed

In LP; the decision variable x,, x; are integer.

z =20 is a lower bound
The optimum value of z in LP, as 23

The lower bound is z =23
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LP,

X=3.75 =125 z=23.75

x=3 Xi=<4
LP, LP,

X=3 x=2 =23 x=4 x,=0.83 »=23182
\:?,]
LP; XIED ]_P_1
x=4.5 x=0 z=225 No Solution
=4 X =5
LP LP,
x=4 x~=083 z=20 No Solution

Lower Bound
Additive Algorithm

The objective further is of the minimization time with all non negative co-
efficient.

All the constraint must be of the type (<) with negative R.H.S 1s necessary.
These constraints are then converted to equation by using slack variable to the L. H.S.
of the constraint.

1. Convert the following 0-1 problem to satisfy the starting requirement of the
additive algorithm

max z = 3x, - 5x,

s.10. X+ =5
4x+6x2 >4
X1, X2=(0.9)
Solution:

First convert the problem to minimization with all (<) constraints as follows

a) Multiply by z by (-1) we get
min w = -3x;+5x»

b) Convert the constraint equation 1s to two constrain of the type (<) to obtain.
XX <5, X+, > 5, -x;-x; <5,
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¢) Multiply the second constraint by (-1) we get -4x,-6x, <-4

using the slack s, s,. s; for the three constraint.
The problem is written as
min w = -xX,+5x,
subject to
X1+, +5 =5
X|-X; +5,=-5
-4x-6%; +5;=-4
(x1, %2)=(0, 1)
St, 82, 83> 0
Substitute x;-1-y, and x, =Yy, in the above LPP we get
min w = -3(1-y,)+5y,
subject to
(I-y))+y2+8 =3
(l-y)-y2+s,=-5
-4(1-y)) -6y, +s:=-4
(x1,%)=1(0,1)
S1, 52, 53, ¥1. Y2=0
min w=-3 + 3y, + 35y

min w= 3y, + 5y,-3

subject to
Yity:+s =4
Yi- Yo tigy=ad
4y -6y, +s3=-4
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S1,52, 83, Y1, Y220
(x1,%2) = (0, 1)

2. Solve the following (0-1) problem
Maximize w = 3y +2y,-Sy;-2y,+3ys
Subject to

Yi+tyr+ys+2ys+ys<4
Ty +3y; +4y,+3ys <8
11y, - 6y, + 3yy-3ys =3
V1. Y2, ¥3, ¥4, ¥s =(0, 1)

Solution
The problem is written as
Minimize = -3y, - 2y, + Sy; + 2y, - 3ys
Subject to

Yi+y:+ys+2ys+ys<4

Ty;+3y;+4ys tys<8

-1ly; + 6y> - 3ys + 3ys<-3

Yi: ¥2.¥3, ¥4, ¥s = (0, 1)
substitute y; = (1-X;). y2 = (1-X3), Y3 = X3, V4= Xy, V5= (1-X5).
we get
min z=-3(1-x1) - 2(1-x3) + 5x3+ 2x4-3(1-x3)

subject to
(1-xp) + (1-x3) + X3+ 2x4 + (1-x5) +5,=4
7(1-x;) -13(x3 - 4x4+ 3(1-x5) + 52 =8

-1(1-x) -6(1-x3) - 3x4+ 3(1-x5) + x35=-3
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X1, X2, X3, X4, X5 = (0, 1)

S1. 52,83 =0
minimize Z- -3+ 3x;-2+ 2x>+ 5x3 + 2xy- 3x2 + 3x;s
subject to

l-x;+] X+ X3+ 2% -1-X5+5,=4

7 - Txp+3x3- 4x3+3-3x5+ 5= 8

“1Ix +11x+ 6 -6X5-3x, +3-3x5+ 53=-3

X1, X2, X3, X4, X5 = (0, 1)

S1. 82,53 =0
Smmnz=3x+H2x% 53+ 23+ 35 - 8
subject to

Xphxs X3+ 2xy - X5+ 51 =1

=7X 3%, -4xy - 3xs + 5, =-2

11x,-6%; -3xy - 3X5 + 53 =-1

X1, X2, X3, X4, Xs = (0, 1)

S|, 82,83 =0

Starting Table
Basic X Xz X3 X4 X5 S S5 S3 Solution
Si -1 -1 1 2 -1 1 -1 0 1
S -7 0 3 -4 -3 0 1 0 -2
S3 1 -6 0 -3 -3 0 0 1 -1
Objective 3 2 5 2 3 0 0 0 0
coefficient

The slack solution is (s, 55, 83)=(1,-2,-1)

z=0
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S; cannot be selected as a branching variable because its constraint coefficient
are non negative we conclude x3 and consider x;. X3, X4, X5 as the only positive
candidates for the branching variable.

The selection of the branching variable from among the candidate x,. x5, x; and
X5 1S based on the uses of measure of slack is feasibility. This measurement it is
based on the assumption zero variables x; will be evaluated to level one is defined as
I, = ¥.u; min{0, s-a,} where s, is the current value of slack I and a; is the constraint

coefficient of the variable x; in constraint ‘1.

Actually I, 1s nothing but the sum of the negative slack resulting from

evaluating x; to level 1.
The complete formula can be simplified
I, =Y.n; {negative s; value given x=I}
For example:
We set x,=1 0= X.ni {0, si, i}
We gets; = 1-(-1)=2
s$:=2-(-7)=5
s;=-1-11=-12
I[,=min{0,2 5, -12}=-12
Setx, =1

We gets =1-(-1)=2

s;=-2-0=-2
s3=-1-(-6)=5
L=min{0, 2.-2. 5}
Lh=-2

Setx;=1

We gets;=1-1=2

sy =-2-3=-5
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s;=-1
I; =min{0, -1.-5, 0}
I3=-5

Setx;=1

We gets =1-2=-1
Sy=-2+4=2
s3=-1+3=2

Iy =min{0, 2.2, -1}

Setxs=1
We gets, = 1-(-1)=+2
s;=-243=1
s$3=-143=2
Is=min{0,22, 1,2}
Is=0
Is =max{ly. I, 5, Ly, 15}
max{-12, -2, -5 -1,0}
=0 [xs]
X; Is selected as the branching variable. The 1000 branches in x; are
x5 =0 and xs=1 and created of node 1 and 2 xs=1.
Node 1 yield the feasible slack valued (s). s2. 53) =(2. 1, 2) in L.
7 = 3x;+2x,+5x3+2x4+3x5+08,H0s, 1083
=3x0+ ... +3x1+0 x ..
=3
xs=10
Node 2 yield the feasible slack value (S,. S.. S3)
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=(],'2,"],X5=0
Z=0

Node 1 1s fathomed and Z = 3 defined the current upper bound on the optimal
objective value.

The variable s X, X», X3 and x4 are the candidates for the branching variable.
The variables x; and x; are not possible to branch because their objectives coefficient
(3 and 5) will yield a verse objective value then the current upper hound Z = 3. The
remaining variable x; and xy.

Zani min(0, s-a;}
x=l=1L=-2
=l = =-1
We choose the maximum of I, and I4-1 1s the maximum of 1;.
X4 18 the branching variable at node 2.
X4 1s branching into x4=1 and x4=0 leading to nodes 3 and 4
At node 3
x4=I
We get z=3x;+2x,+5x3+2x4+3x5+0s+08;+05;3
=2x1
=2
x=0
Wegetz=0
=2x1
=2

The candidates of branching x,, x,, x; all the candidates variable executed and node 3
1s fathomed. Next at a remaining defined by x,=x=0

XH=1=x=-2
NEO0=x=1
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(S1. 82, 83)=(2,-2,5)

z = 3x+2x5+5x3+2x4+3x5+0s+0s,+0s3
=3(0)+2(1)

z=2

x=0

(s1, 82, 83) = (1, -2, -1)

Z = 3IxX;+2x+5x5+ 254+ 3x5+05H05, 083
z=0

The variable x; and x; are excluded by the upper bound test. The remaining
variable x> cannot be excluded by the upper bound infeasibility. Hence x; as a
branching variable branches in 4 are node x5 and 5.

The variable x; is excluded by the upper bound test and x; is excluded by both
slack infeasibility.

This means that node 1s fathomed. Because neither x; (or) x; can produce a
better feasible Solution. The optimal Solution is associated with node 1 yield xs=1,
Z=3 and all the other variables are o.

In terms of the original variable
V1= 1-Xp, ¥2=1-Xa , y37X3, y4=Xy, Y5=1-X5
y1=1-0, y=1-0, y;=0, y~0, ys=0
w =3y +2ys — Sy3- 2y4+3ys
=3(1)+2(1)-5(0)-2(0) + 3(0)

w=5

2. Solve by the additive algorithm

max z = 3x; + x> + 3x5

subject to
X H2x, +x3<2
4x-3x3 <2
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X-3%, 2x3<3
(x1.x2, x3) (0, 1)
Solution
min w=-3x; — X, — 3x3
subject to
-X+H2X, + X3 +5, =2
dx-3x3+5=2
X;-3%-2X5+ 53 =3
(x, X2, X3) =(0, 1)
X1 = 1y, X2 = L=y, X551-y;3
Min w = -3+3y,-1+y,-3+3y;
=3yt yatys-7
Subject to
1+y+2-2y,+1-y5t+s5,=2
=y, =2y,-y3t+5, =0 (1)
4-4y,-3+3y5ts, = 2
= -4y, +3y;ts;,= 1 (2)
1-y1+3+3y,+2-2y3+s5=3
- Y1 13y2-2ysts; =0 (3)
Y1.¥2, ¥3, 1. 52, 83) = (0, 1)

Starting table

Basic Vi N Y3 S S5 S3 Solution
S 1 -2 -1 I 0 0 0
s 0 -4 3 - 0 1
S3 -1 3 -2 0 0 1 3
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Objective 3 1 3
coeff
The each Solution i1s (51, 82.83)=1(0, 1, 3)
Ij = Xaui min {0, s-a;)
The complete formula can be simplified into
I} =Y.u; (-ive si value given x=1)
We set y,=1. we get
Si=0-1=-1
S,=1-0=1
Si=1-(-1=4
[/=min {-1, 1, 4}=-1
We get y,=1
Si=0-(-2)=2
S,=1-(-4)=5
§;=3-3=0
Ih=min {0,2. 5,0} =0
We get y,=1
Si=0-(-1)=1
S,=1-3=-2
S§;=3-(-2)=35
I3=min {0, 1,-2,5} =-2
I=max {I,, I,. 15}
= max{-1, 0, -2}
I=0=1
It yield the smallest of infeasibility.

y 1s selected as a branching variable.
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Two branches iny, are y,=1. y,=0
yi=l, (81, 82, 83) = (-1, 1, 4)
w = 3y+y;+3y+0+0s+0.. to
=3(1) ...

w=3

w=( Ww=3 fathomed

Then y, as a branching variable
y;=l and yg=0
yz=1

= w=3(0)+1+3(0)+0(2)+0(5)+0(0)

w=1
y2=0
w=10

w=3 fathomed

Original Solution i1s x;=1-y,

X = ].-y_]
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X3 = l-y,
put y=1
.. original Solution
;=11 = x,=0
xn=E]0 = xx=1
3=1-0 = x3=1
z=3(0)+1+3(1)
z=4
Cutting plane Algorithm
Algebra Development of cuts

The cutting plane algorithm start by solving the continuous Lp problem. In the
optimum LP table be select one of the rows called the source row, for which the basic
variable 1s non integer. The desire cut is constructed from the fractional for
componence of the coefficient of the source row. For this reason it is reputed to as to
fractional cut.

Problem
Solve Problem using fractional cut
Max z =7x; + 10x»
Subject to

X +3x,<6

Tx;+x,<35

X1, X2 > 0 and integer
Solution:

max z = 7x,; + 10x,

subject to

-X; +X;+85,=35

X}, X2, S1, 82 = 0 and integer
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Basic 7 X| X2 S 83 Solution Ratop
z 1 -7 -10 0 0 0 -
S 0 -1 3 1 0 6 2
S> 0 7 1 0 1 35 35
X, Is the entering variable
sy 1s the leaving variable
3 1s the pivot element.
Table 1
Basic 7 X| X2 S S2 Solution Ratop
2 -
z | 31 /3 0 10 /3 0 20
X 0 % /3 1 A /2 0 2 -
S$2 0 _22/3 0 _1/3 | 33 9/2
New z row = old z row — (pivot element) New pivot row
Table 2
Basic Z X| X S S2 Solution Ratop
63 3 b 2 =} a5
Z 1 0 0 /2 ) /2 > 662 Va
- 7 1 > 3
X2 9 g : 22 | /22 - /2
X 0 | 0 _1/22 3/2 9/2 9/2

New z row = (1 -31/30 10/3 0 20)

The optimal continuous Solution x;=4%2 , x,=3'2 5,=0, s,=0, z=66'%

The current Solution is not optimal
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The information of the optimum table can be written in the equation form.
63 31
zeqn=2z+ oX;toxy+ — 5+ — s, =662
22 22
7 1 1
X,eqn = oz+ox;+1x,+ St = 3%

1 3
x;eqn = oz+1x,+0x; - — 4 —s5,= 4Y,

In the optimum table any of the three equations can be used as a source row for
generating the cut.

Let us arbitrarily select z equation for the purpose.
63 i1
Eqn:z+ S at o n= 662 (z source row)

To construct the fractional act which of the non integer coefficient are factor
into integer and fractional component provides in strictly, positive.

[for example §= 2+, -§= 3+

7_ —942__ -9 2 _

= = -—— - 2
3 3 3 3 3+ /3

The factoring of z row yield z+ % si+ % 5:=66"%

) 19 9
z+(2+§]s|(l+5)51=66+'f’z

19 9
+ + gy — = d e
z+2s;+ s, — 66 = SI" 55 52 Ya

Because s; and s; are non negative in the R H.S. must be satisfied

19 9 1
— —5 ——5t+t=-<
22 22 2
9 9
—51——Sg+y250
22 22

This 1s the desired fractional cut. We can develop but also from x, source row
and x, source row in the same manner.

Consider the x; row we have
1 F ]
= —— + — — 1 oy
Xi S1 22 s:=4%

22

The factoring operation yield
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21 3
X+ (-l1+=)+=s:=4+%
22 22

The associated cut 1s

=21 -3
— S5 —$#%=<0
22 |22 2:# 1=
7 1
Xot —s§+—s5.=3%
22 22
The Cub 1s given as

-7 1 1
—5-—s:+=-<0
22 22 2

The optimum solution is X, = 4, x;=3 and z=58
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UNIT IV

INVENTORY MODELS

DETERMINISTIC INVENTORY MODELS

Inventory control deals with ordering and stocking policies for items used in

the manufacture of industrial products.

Items bought from vendors have the following costs associated with the
purchase.

1. Cost of the product

2. Ordering cost per order

3. Carrying cost for holding the items
4. Shortage cost (back order costs)

Cost of the product C

This is represented as C Rs/Unit. Since the annual demand for the item is
known and has to be met, this cost does not play a part in determining the order
quantity.

Order cost C,.

This 1s represented as Rs/order. The essential costs that contribute to this cost
are:

. Cost of people
. Cost of stationary
. Cost of communication — fax.

. Cost of transportation
. Cost of inspection and counting

1
2
3
4. Cost of follow up — travel, fax
5
6
7. Cost of rework, rejects.
Carrying cost / holding cost Cc.

This 1s represented as Rs/unit/year. The costs that contribute to carrying the

items are

1. Cost of capital
2. Cost of people
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Cost of space.

= o

Cost of power
Cost of special facilities — air conditioners chillers, dust free environment.
Cost of pilferage

N oW

Cost of obsolescence

Sometimes when the cost of capital 1, dominates the rest of the costs, carrying
cost is expressed as Cc = ic where c is the unit price in Rs. And 1, the interest
rate (cost of capital) in % / year.

Shortage cost Cs.

This is represented as Rs/unit/year. The necessary costs that contribute to
shortage cost are:

1. Loss of customer goodwill
2. Cost of losing a customer
3. Loss of profit associated with not delivering the product.

Continuous demand instantaneous Replenishment model

The inventory-time behavior is given by

Quantity

Time

The coefficients are:
Annual demand = D/year.
Order Cost = Co.
Carrying cost = Cc.

Ordering Quantity = Q

98

Scanned with CamScanner



Number of orders / year = D/Q

Annual order cost =

Annual inventory carrying cost = %

Qc

Total cost (Tec) = .

The value of Q that minimizes the total cost is obtained by setting the first

derivative to zero.
We get
(Tc) DC, ( )+—

DCo , Cc
Q2 2

The first derivative 1s zero.

DG

- -i- —
Q2 2
DC, _ Ce
Q* 2
Q: 2DC,
Ce
Q o 2DC,
Ce

Substitute the value of Q ineqgn (1) we get

— 2Dcy Qcc
JZDCE 2
Dc C
= L Cl: +$
J2Dcy 2
Dco ,/C¢ Qce
= 4+ =—
VZ /D¢, 2
JDcpC
E— Colc + %
vz 2
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i

+

Qe

DCOCC

vz )
yan L

coCc +
VZ 2

I
=l

J2DcCc | /2D, Cc
= + —
VZ

€, 2

T e \.JZDC{)CC + “l'ZDCQ CC
c = .
2

C. "2

= +2DcpCe + v2Dcy
2 2

= 2,/Dc,C.

It is denoted by T =,/2Dc,C, and Q* = v2Dco

Ce
Q* is called the economic order quantity.

Example : 1

D = 1000/year, C, = Rs.300/order and C. = Rs.4/unit/year. Find the total cost,
number of orders and increasing order of 15%.

Q*:@

2

v2x10000x300
- —
4

= 122474

Te =+/2Dc¢oCe

=+/2x10000x300x4 = 4898.98

Number of orders / year (N) =

oz

_ 10000
1224.74

= 8.1649 order/year
= 8.165 order/year

If we increase the order quantity by 15% and round it off to 1500
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(D=10000 Q= 10000 x % )

Dep | Qe
T.= o s
10000x300 750x4
c= +
1500 2
= 2000 + 3000
T, = 5000

Which is approximately a 2% increase from the optimum cost.

Considering backordering

The maximum inventory held in Im = Q-S. There is an inventory period of T,

per cycle and a back period of T; per cycle.

‘"‘ \

T2 NeeT—>

The coefficient are
Annual demand = D/year.
Order cost=C,
Carrying cost = C,
Shortage (back order) cost = C,
Order quantity =Q

Back order quantity =S
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Maximum inventory in a cycle =Im

Number of order / year = g

Co

D
Annual order cost = 2

p . Im
Average inventory in the system = >

Ce

: ; 1
Annual inventory carrying cost = —-=

Average shortage in the system = 5/2

T Cs

Ta

NG, , 1,0
AnnualcostTc=F°+Mx +=x

2 (T14+T2) 2

From similar triangle, we get

Ty _ Q-S
T:+T2 Q
and
Ty B
T;+T, Q
DCo,  InCc Q-S  Cs_ S
=T.= + e W b
(1 T = X 3 = \Q

~DCo , (@-9)-Cc (Q-5) , Cs

Q 2 2 2Q
_DCo , (Q-5)%Cc |, Cs
Te= T IRET

(1) = Diff wrto ‘s’

d 2(Q-S)(-1)C. , 2SCg
— =0+ +
% (T)=0+2E2

2Q

(S-QC; , SCs

a —
E (Tc) = Q Q

Setting to zero

(S-QCc | SCs _
Q Q

(S-Q)Cc _ _SCs
Q Q
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SC.—QC.=-SC,
SC.+8SC,=QC.
S(C.+Cy)=QC;

_ QCc
Cc+ Cg

To find first differentiation T, partially diff w.r.to a and setting to o
Deff w.r.to Q we get

(1) =T 3%4.%4.%
cQ 2Q 2Q

d =1 2Q.2(Q-8S)C—(Q-%)%2 Cc , s%Cs , -1
— | = ] ) 5 — )+ -+ e
aQ ( C] [\( Qz ) “QZ 2 ( Qz ]

_ _DCo , 4Q(Q-S)Cc-2(Q-5)?C s°Cs
" Q 4Q? T3

DG, | 2QC(Q-8)-(Q-9)? €, _s2C;

202 2Q2

__0cc _ e P
- Dcﬂ+2 QCE(Q c.:-u:s)'[Q cc+cs] Ce
Q Q?

_ GCs QCc V2
2Q2 |Ce+Cs

2 1y=-2e 1 Cc[qtccws)—qcc] [Q(ccwsj—qcc]z oL@ G
)=-2400C .

aQ Q2 C.+Cq C+Cq €7 (C.+C)? 202
Qcs  (@2cdee  c2cg
_ DC, + 2:QGcx Cc#+Cs  (Cg+ Cc)®  2(Cs+ Cs)®
Q? 2Q?
—_DGo " 2Q2%Cc Cs Q*cic, G2Ca

Q2 2Q2(Cc+Cs) (Cs+C5)?2Q2  2(Cs+ Cg)?

__ —2DCq(Cg+ Cs)?+ 2Q2Ce+C5 (Cc+Cs)— Q2C2 €. — Q2CE C5
2Q?(Ce+ Cs)?

_ =2 DCn(C§+C§+2Cc' Cs)+2Q%CECs+2Q%CcCE- Q2CE Ce — Q%CE Cs
2Q2(Cc+ Cq)?

—2DC, (C24CE3+2C, C5)+Q2CEC +Q2CCE
2Q%(Cc+ Cq)?

a
2Q (TC) =
Setting to zero
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__ —2DC, (CZ+C242C Cg)+Q%Cy Co(Co+ Cy)

9 2Q7%(Cc+ Cg)?
-2DC, (C. + Cy)* + Q% C, C(C, + C,)=0
Q’C,C(C. + C;) = 2DC(CAHC,)’
2__ 2DCqa(Ce+ Cs)
Q= Cs Ce
— ’ZDCO(CE*‘CS] ., ‘ZDCB(C,:-PCS)
Q B Cs Ce = Q - Cs C¢
Example : 2

D=10000/year, C,= Rs.300/order and C =Rs.4/unit /year C;=Rs.25 per
unit/year. To find order Quantity, Back order quantity, Maximum inventory, Number
of orders, and total cost.

Solution

Q* = 2DCq(Ce# Cs)
Cs Cc

_ Jz}(mnon x 300 (4+25)

4x25
_ ‘aum}nnu (29) _
= 4 =55 V1740000
=0Q*=1319.09
_ QC¢
§= oG

__1319.09x4 _ 5276.36
4425

= 181.943

We order 1319.09 but also build a backorder of 181.943 units. The maximum

inventory held in a cycle 1s now
Im=Q*-S*
=1319.09—-181.943

Im=1137.147
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Number orders/year N =

oo

Each cycle is for 0.1319 years out of which the inventory cycle is 0.1137 years and the
shortage cycle is 0.181 years. Then

Te = DCo | (@-9)%Cc | $°Cs
Q 2Q 2Q

__10000x300 (1319.09-181.943)%4 + (181.943)%x25
1319.09 2x1319.09 2x1319.09

=2274295+ 1960.599 + 313.694
Tc=4548.59
Production consumption model

We produce and consume the item when 1t is produced. The, production rate is
P per year (P>D). The production is for a period t; and the item is consumed for a
period t>. The cycle time i1s t; + to.

Inventory P-D

1 15}

The coefficients are :
Annual demand = D/year
Production rate = P/year
Order Cost=C,
Carrying cost = C,
Order Quantity =Q

Maximum inventory in a cycle =Im
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Number of orders / year =+ %

DC,

Annual order cost =

. f Im
Average imventory n the system = ?

Annual inventory carrying cost =

Total cost Tc = DQC" 4 ImCe

We have Q =pt, and [, = (P-D)t,

From which I, = pt, — Dt,

=Q-Dy
— 7 Dty
Q(1-2
_Q(1-0u
=Q(1-22)
D
=Q(1-3)
Te=DCo , ImCc
Q 2
TC - DCD + Q(l_?)cc
Q 2

m C,

(1)

The value of Q that minimizes the total cost are obtained by setting the first derivative

with respect to a and S to zero.

Differentiate w.rto “Q°

D
0 -1, (F) G
E(TC)E DCD(EJ"‘ -

Setting to zero. We get

-ne, |, (15)C _
@ 2
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DGy =( _[[:)Cf
Q* 2
2 __2DG,
R
_ [ 2DpG,
°TEDe
Example : 3

D=10000/year, C, = Rs/order and Cc=Rs.4/unit/year, P=20000, units/year

Soln:
O — 2DC,
We have Q —Ct{l_%)
_ [?x10000x300
41—
- 6000000 — 6000000
24x% 2
=+/3000000
Q* =1732.05
_ D
Im=Q(1-2)
=1732.05(1 - 22=2)
=1732.05 (~)
Im = 866.025
Q=P
_Q
= =
__1732.05
~ 20000
t; = 0.0866 years
No. of orders / years N = %
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_ 1732.05
10000

N =0.173205

10000
_ 10000x300 + 1732.05 1_[_2un|]nl

1732.05 2

__ 3000000
1732.05

+ 1732.05

TC=17320.05 + 1732.05
TC =3464.10
Production Consumption model 3 with backordering

Here we allow a backordering and build a quantity of S, which is delivered as
the items are produced in the next cycle.

Inventory

-
ey

Lty Iime

The coefficients are:

Annual demand = D/year
Production rate = P/year
Order cost = C,
Carrying cost = C,
Shortage (backorder) Cost = C,
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Order Quantity = Q
Backorder allowed = S

Maximum inventory inacycle= I

Number of orders / year = D/Q.
Annual order cost = %

: . 1
Average inventory in the system = ?m

Thus 15 held for (t2+t3) time out of a cycle of T.

Annual inventory carrying cost

— Im C, . to+t
2 T

_ S
Average quantity back ordered = =

This 1s held for a period (t;+t;) out of a cycle of T.

Annual backorder cost = % X %
Then TC =20 4 ImCefets |, 56 Lty -
We also have
Q=p(t*t)
I = (P-D)t; = Dt3 2)

S =(P-D)t, =Dty
Tttt +t3+1
Q=DT

Im _ (P-D)xt;
Q Px(t;+ty)

= (P-D) x Iz
P (ty+t2)

i+, _P-D _ Q

it P ]m
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bt (P-D)0
iz tz Plm

D
t _ PQO-D)
t, Pl

Q(1-p)

ta Im

From similar triangles

S
Im

lef
A

[

D
_ Qe

Im

(1) =1+ b
ta
Substitute the value (4) in eqn (3) we get

|45 009

Im Im

s D
I (1 "‘E)EQ(_I';]

L= QE-9)

Im

I,+s=Q(l - %)
ln=Q(l-)-S (5)
Egn(2) =
(P-D) t, = Dt
Pt- Dt =Dt
P t, =Dt + Dt3

P t_‘g = D(t_—,l *+ ts)

Ptz _ D(tz"‘tg)

T T

.ttty Pty
g — =—

T T
Agam(2)=In=(P-D) t»
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Pl,= (P-P) Pt

Ply _
e Plg

Plm _ Pt

DT(P-D) DT

Plm _ Ptz . .. ;.
sy LT DI

, ¥ty _ Ptz _ Plm

T DT Q(P-D)

(6)

Also(P-D)t,=D 1,
Pt,-Dt, =Dt

Pty =D=D(t; +ty)

Pty _ ty+ty

2 =ith (7)

S=(P-D)t,

S

_=[|

P-D

PS Pt,
= —
DT(P-D) DT

PS PL;

QP-D) DT

PS _ Py
Qp(1i-p) DT

s Pt,

=
Qu-p) DT

(8)

(7) and (8)

ty+ty _ Pty S

T DT Qu—p)

Substitute all value in TC we get

() =TC=Zt4meZn 31
' Q 2 Q(P-D) 2 Q-u
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By eqn (6) and (8)

DC, 12, C.P s2c,
= 5
Q  2Q(P-D) 2Q(1-3)

DCq D 2 ¢ P s2cs
=—=+[Q(1—-<)-S] =

o TRA=SI S e 2Q(1-3)
_ DGy Cc S%Cs

D z
+ ==)
o TQA=951 em; 2Q(1-2)

The first derivative of Tc 1s zero
Diff wr.to ‘s’

Cc_, _25Cs
2Q(1-3)  2Q(1—p)

2 (T + 0+2[Q(1-D)-s](-1)

Ce SCe
D + D
Q-3 QU-p)

2 (T +-[Q(1- 2)-5]

Q(1- %)Cc SC¢ SCs
D D + D
Q1-5 Q-5 Qu-y

_ S(Ce+ Cs)
= Rl )
¢ Qu-p)
a
a (Tc) =0
_ 5(Cc+Cy)
et i)
Q1-3)
S Q-2)Cc
- Ce+Cs

Ce s2c,
20(1-3)  2Q001-3)

Te=2+ Q- 3]

- lQ(l—g)—S!z -2(1—2) s2c,

1Q2(1-2)  2020-D)

dTc
aQ

== +2Q(1 - ) 2[Q — P-s1 (1 - P

2
_35" +“Q(1‘%) [Q(l_%)_sl Cc—2 (1_% Ce |Q(1_%)_S]2 S%Cs

Q2(1-D)° T 20201-D
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DCo +Zf2Q(1——] [Q(l — S]Cc (1_ ]CEQ(I——) S] I -
*Q? {I_F) 2Q(1_%)
g o Gl o
EQz(l_%)z B ZQE(I—g]

06, (20-D)+ e 20(1-8) o(1-2)-s|-1as-B) " s,
(D)

~20Co (1-5)+ [0 (1-5)-s] ce(1-5)-10(1-5)-s]- 5°Cs
20*(1-5)

-2DC, (1-3)+ Cc(1-3) -5 {2Q-205-Q+&—s}- s2c,
T

_ -2DC, (1-p)+ ce[{lQa-P)-s] (Q-F—s}- s2¢;
20*(1-)

e _ -6 (1-)+ & [a(1-8) o] [a-B) -+
a0 (D)

-2DC, (1-3)+ [Q(l—%)a—s]g ~ s2¢

202(1-3)
D py Q-p)cc |2 [el-p)cc]2
-2DC, (1—;)+ Ce Q(l‘F)_ ccfcs | ] C.:+Pcs s
B 20*(1-5)
D o l__ ct
_ -2DC, (1—;)+ Ce [Q(l—— .:c»,.:5 ] B rcc+cs}2 %
2Q%(1-3)
D), @¥(-p)*cc s
—anc, (1-B) ToH =t
= D
20*(1-)
d
aqt )=
_ 2 2 _ E 2 Cc G -
-2Dcu(1 P]+Q (1 p) Cc+ Cg
D B D.» CeC
3 D021 D2 CcCs
_DC{:(]- P] Q (1 p) CC+C5
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_ [2DCy(C+Cg)

= D

Example 4

D=10000, C,=300,C=25,C=4, P=20000
Find Q*, S, I, T..

ZDCy(Co+Cq)

* = |Z0lbcths)
Soln Q Cc[l—g)ﬂs

_  |2x10000 (4+25)

10000x29x6

=T

=+/10000x29x6x2
= V2480000
Q* = 186548

_ ac(1-3)
T CctCe

1 0000)
20000

1865.48x4(1—
=
4425

1865.48x4(1—-3)
= 27

29
= 1865.48x4xY:
29
S =128.65
—nf1_D\
lm—Q(l P) S
= 1865.48 (1 -%)— 128.65

1865.48 (%) - 128.65
932.74 — 128.65

804.09
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_ Do _ D) g2 & _1 §2Cy
)Y ey ey

— 10000x300 [1865.48(1 — 0. 128.65]
1865.48 20000
4 1 (128.65)2
2 1865.48(1—2220, 2):1365_43[1—21—3E3$)

20000

2 1 ,16550.8225x25
X=t——e——

186548 2 373[].961(%

= 1608.165 + [1865.48 x = -128.65]’

=1608.165 + [932?4 _ ]2865}1 4 + 827541.1256550.8225x25

186548 373096

= 1608.165 + 1386.37 +221.8
T.=3216.34
Inventory model with discount
Let us consider inventory models with discount
D=10000/year, C,=Rs.300/order and C=Rs.4/unit/ year.
Annual demand D=10000
Order Cost C,=Rs.300
Unit Price C = Rs.20
Interest = 20% per annum
Here the economic order quantity is

2DC,
Ce

Q*=

— 2):10[]20.‘[30[] = /1500000

Q*=122474

T.=+/2DC, C,

=+/2x10000x300x4
=+/24000000 T.=4898.98
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Let us assume that the vender willing to give a 2% discount on unit price if the
order quantity were 2000 (or) more and 1s willing to give a 4% discount 1f the order
quantity were 5000 or more.

The total cost including the item cost Q:EOQ 1s
EOQ =T.+ DxC

=4898.98 + 10000 x 20
EOQ =204898.98

If the order quantity is 2000 then
Tc=%+QxCxix“‘—:B+DCxo_98

, 098

+2000 x 20 x %h —+ 10000x20x0.98

2

__ 10000x300
2000

= 1500+4000x0.98+196000
=201420
If the order quantity is 5000 then

Tc=%+ Qxcxi;.{:(l—d}

+ D, (1-d)

=22 x 300 + 5000 x = x 20 X 2=+ 10000 x 20 x 0.96

5000

=600 + 9600 + 192000
= 202200

The total cost (including the item cost) is minimum when we avail a 2%
discount at an order quantity of 2000 units.

Multiple items inventory

Constraints on total number of orders
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Example 5

Let us consider two 1tems with the data shown 1n the given table:

Item 1 Item 2
Annual demand (D) 10000 20000
Order Cost (Co) 300 300
Unit Price ¢ 20 25
Interest rate 20% 20%

Soln
Considering the 1* item. We have

2D4Cy

.
Q=[5

2x10000x300

2z
—XxX20
100

= |[*=== =1500000

2

Q; = 122474
=+/2x1000x300x4
Tc; = 4898.98

Consider the second item, we have

2D,C,

— |2x20000x300
- ’ 20
mxzs

=+/24000000

Q=

117

Scanned with CamScanner



Q; =1549.19
Tey =+/2D,CoC,
= V2x20000x300x5

=+/60000000
Te, =7745.97

Number of orders / year N, = %
1

_ 10000
1224.74

Number of orders / yvear N, = %
2

_ 20000
1549.19

N->=12.91
We have, N;+N> = 8.16+12.91 =21.07 orders/year.

We have more than thousand items in a factory and each has a certain
inventory resulting in a very large amount of money stocked in goods.

Let us assume that we would restrict to 135 orders.

The problem formulation would to be

DiCy . QiC;
10+} 11

minimize Y, = =
j

Subjectto XL, %=N
1

Q20
When the constraint is violated by the individual EOQ’s.

The constraint becomes
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We are Lagrange on multiplier teaching introduce A and write the Lagrangean
function as

DiC QiCi D;
L=3fs T2+ E T4 IR - N

Qj i=1
The optimum values of Q; and A can be obtained by equating the partial

_ aL aL
R —
derivates 30 0 and = [0 zero.

gL _
ar

2y 1=
= CoDy(G)+3+AD;(5)=0

Colj )+ic_1_(}‘_ni

—p - —
(Q,? 2 Q;Z)O

From which

~2 CoDj+ i Cj Qf — 24 D;

2Qf =0
iCj Qf - 2Dj(Co+A) _
5 =0
2Q;
iCj Dj(CotA) _ 0
2 Qf
iCj _ Dil:Co-l'-l)
2 Qf

2D;(Co+ A)
) ]
QI iC

j

aL—[} ivesz[}i =
dA g Qj

. . . D
To get the optimum value of &_we substitute for QjmX Q—' =N
1

Di =N

n
= z:]'=l ZD T (Coth)
Fm
DS _ N

= E;‘:l
[2D; " (Co+A)
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Squaring,

D? ic; N
n ) | = 2

e e — T
21_1 D, (Coth) 2N

7 2
Dj“:i
; = _ .
=1 XL, = =Co+A

i(Eh, [bjic]”

A
2ZN2

-

For the two item example with N=15 we have

_ 20 (JD1C1+D3C3)° 300

100 2x152

(//1000x20+20000x25)2
2x2325

- 300

_1
5

_ 1 (V1000x20+20000x25
5 450

- 300

L=29220

2D (Cy+2)
Qi \‘ ic,

_ \/mennn (300+292.20)

20
—mux‘ZO

=/5000x592.20
Q,=V1720.76

_ [znz(cgﬂ;.
Q. iC,

Q.= szzeenu (300+292.20) )
.=

20
—1003(25

=,/8000 (592.20)

Q,=2176.607
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NN, =242z
Q1 Qa2
10000 20000
+

1720.76 2176.607

=15

ml__l'_'?

D,
T.=XC,L1+XQ
Q;

D D s C C
=Cn_1+CUEZ+I(QI?1+QI?Z_

Q
_ 10000 30 172076x4 20000 a0 2176607
1720.76 2 2176.607
=13383.04
Q_,1 _ 172076 _ 4 40
Q) 122475
Q; _ 2176607 _
Q, 154919 1.405
NutNz _ 2107 _ 4 40c

N 15

If we had directly used the equation to find & for N=25, we will get a negative
value of A indicating that the constraint is satisfied by the EOQ’s.

GAME THEORY

Game theory deals with decision situations in which two intelligent opponents
have conflicting objectives.

In a game conflict, two opponents, known as players . will each have a (finite
or infinite) number of alternatives or strategies.

Associated with each pair of strategies 1s a payoff that one player pays to the
other. Such games are known as two-person zero-sum games because the gain by one
player equals the loss to the other.

Optional solution of two-person zero sum Games

The optimal solution selects one or more strategies for each player such that
any change in the chosen strategies does not improve the pay off to either player.
These solutions can be in the form of a single pure strategy or several strategies that
are mixed according to predetermined probabilities.
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Example

Two companies A and B sell two branches of the flu medicine company A
advertises in radio (A,), Television (A,). and Newspaper (A3) company B, in addition
to using radio (B,) television (B;), and Newspapers (B3), also mails brochures (By).
Depending on the cleverness and intensity of the advertisement campaign each
company can capture a portion of the market from the other. The following matrix
summaries the percentage of the market captured or lost by company A.

The optional solution of the game calls for selecting strategies A, and B that is
both companies should use television advertisements. The payoff will be in favour of
company, a because its market share will increase by 5%. In this case, we say that the
value of the game 1s 5% and that A and B are using a saddle-point solution.

Solution of mixed strategy Games

Games with mixed strategies can be solved either graphically or by linear
programming. The graphical solution is suitable for games in which atleast one player

has exactly two pure strategies.

Graphical solution of games
We start with the case of (2xn) game in which player A has two strategies.

The game assumes that player A mixes strategies A; and A, with the respective
probabilities x; and 1-x;, 0<x; <1 .

Player B mixes strategies B; to B, with the probabilities y,, y2, ..., and y,,,
where y; > 0 for =1, 2,... nand y,;+y,+ .. .y,

Example
Consider the following 2x4 game. The payoff is for player A.
The game as no pure strategy solution and hence the strategies must be mixed.

A’s expected payoffs corresponding to B’s pure strategies are given as.

B’s Pure strategy A’s expected payoff
1 2x,+4
2 -x;+3
3 xX;+2
4 -7x,+6
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The maximum of the lower envelope corresponds to the maximin solution
point x] =5. This point 1s the player B’s optimal mix i1s determined by the two
strategies that define the lower envelope of the graphs. This means that B can mix
strategies B; and B, in which case y,;=y,=0 and y;=1-y;.

A’s Pure strategy B’s expected payoff
1 dy;-1
2 -4y;+6

This process is equivalent to solving the equation.
4ys-1=-4y;+6

The solution gives y; = 7/8

The value of the game as V=4 x 7/8-1

=5/2
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UNITV
QUEUING MODELS
Elements of a Queuing Model

The principal actors in a queuing situation are the customer and the server.
Customers are generated from a source. On arrival at the facility they can start service
immediately or wait in a queue.

The arrival of customers to represented by the inter arrival time and the scrive
1s described by the service time per customer.

Queue size plays a role in the analysis of queues, and it may have a finite size
as in the buffer area between two successive machines.

The queue discipline which represents the order in which customers are
selected from a queue, is an important factor in the analysis of queuing models.

The most common discipline is first come, first served (FCFS). Other
disciplines include last come, first served other disciplines include last come, first
served (LCFS) and service in random order (SIRD).

Customers may also be selected from the queue based on some order of
priority.

Role of exponential Distribution

Random inter arrival and service times are described quantitatively for the
purpose of queuing modeling by the exponential distribution, which is defined as

fiy=re™ t>0

1
where E{t} = =

Forgetfulness property

Given t i1s exponentially distributed as defined by f{t), if S is the interval since the
occurrence of the last event, then the forgetfulness property is described by a
probability statement as:

P{t>T+S/t>s} = P{t>T}
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To prove this result, we note that
P{t>Y}=1-P{t<y}=e™

Thus,

P{E>T+5,6>5)
P{t>5]

P{t>T+S/t>S} =

_ P{t>T+S]
P{t>5]

a—A(T+S)

T e—
28

Derivation of the exponential Distribution
Theorem

The exponential distribution is based on three axioms.
Axiom : |

Given N(t), the number of events during the interval (o, t), the probability
process describing N(t) has stationary independent increments in the sense that the
probability of an event occurring in the interval (T, T+S) depends only on the length
of S.

Axiom 2

The Probability of an event occurring in a sufficiently small time interval h>0
1s positive but less than 1.

Axiom 3

In a sufficiently small interval h>0, atmost one event can occur — that 1s
P{N(h)> 1}=0.

Proof
Define P,(t) as the probability of n events occurring during t.

By axiom 1

p—
[
L
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The probability of no event occurring during t+h, h>0 and sufficiently small, is
Py(t+h) = Py(t) Po(h)

Based on the remaining two axioms,
Py(t)=e T, t>0

Where A is a positive constant. Define f(t) as the probability density function
of the interval t between successive events, t > 0,

We have
P{inter event time > T} =P {no event during T}.
This statement translates to
Jy fidt=Py(T), T>0
Substituting and rearranging terms we get
[ fitydt=1-e7T, t>0

Taking the derivative of both sides with respect to T, we get the exponential
distribution.

f(ty=2e™*T, t>0

The mean value of the exponential is %time units, where A is the rate at which
the events are generated.
Pure Birth Model

Given that arrivals occur at the rate A customers per unit time,

Then for small time interval h > 0.

(Ah)?
3 R

P(h)=e™P=1- Ah+
=1-2h+o(h?)
During h>0, atmost one event (arrival) can occur. Thus, ash — 0.

Pi(h)= 1-P; (h) = Ah.
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This result shows that the probability of an arrival occurring during h is directly
proportional to h, with the arrival rate A being the constant of proportionality.

Define P, (t) as the probability of n arrivals during t.
Thus, for >0 and sufficiently small,

P, (t+h) = P (1) (1- Ah)+P,,(t) Ah, n>0

P,(t+h) = Py(t) (1- Ah), n=0

In the first equation, n arrivals will be realized during the t+h if there are n arrivals

during t and no arrivals during h or n-1 arrivals during t and one arrival during h.

Rearranging the terms and taking the limits as h—0, we get

i _ lim Pn (t+h)-Py(t)
e

=-hP,(t) + AP, (1), n>0

. _ lim Po (t+h)-P4(0)
P(t) = yp

'}Lpu(t]

Where P.'(t) 1s the first derivative of P (t) with respect to t.
The solution of the preceding difference differential equations yields.

{lt)l'l. e—lt
n!

Py(t) =
Which is the Poisson distribution with mean E{n/t} = At arrivals during t.
The variance of the poisson distribution also equals At.

Example

Babies are born in a sparsely populated state at the rate of one birth every 12
minutes. The time between births follows an exponential distribution. Find the

following.

a) The average number of births per year.
b) The probability that no births will occur in any one day.
¢) The probability of issuing 50 birth certificates by the end of the next 3 hours

given that 40 certificates were 1ssued during the last 2 hours.
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Soln:

The birth rate per day is computed as

) =222 =120 births/day

12 -
The number at births per year in the state is
At=120x 365
= 43,800 births/year,

The probability of no births in any one day i1s computed from the poisson
distribution as

—120x11
P(1)= R <

Given A = % = 5 births per hour.

(SXI)ID E—S){

Pu(1) = L=001813

10!
Steady — State Measures of performance
The most commonly used measures of performance in a queuing situation are
L = Expected number of customers in system.
L, = Expected number of customers in queue.
W, = Expected waiting time in system
W, = Expected waiting time in queue
C = Expected number of busy service
Single Server models
(M/M/1) : (GD/wo/a0)
Using the notation of the generalized model, we have
A=A and p=p foralln=0, 1,2 .

Also, effective arrival A= A and
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)"Iusl =0

Define p =

= | >

The expression for P,
P,=p"P, n=0, 1, 2.
We use the identify,
P,=(l+ptp™+...) =1
Assuming p<1, the geometric series will have the finite sum (ﬁ) which yield
yo=1-p.
P,.=(1-p)p".n=1,2, ..., (P<I)
The measure of performance L, can be derived in the following manner

Ls=)ronP, =Y n(1-p)p"

d a0 n
=(I-p)p g Lu=o P

_ d 1

=P PS

e

1-p

Ls 1

W.===
SA p=(1-p)
W, = o S

g op=(i-p)
= _ 9
Lq—)LWq—E
(_I=L5—Lq=p

(M/M/1) (GD/N/x)

This model differs from (M/M/1): (GD/oo/a0) in that there is a limit N or the
number in the system (maximum queue length =N-1)

Once the number of customers in the system reaches N, no more arrivals are

allowed.
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h = {1 n=0, 1, .... N-1
0 =N, N+1, ...
Ha=p, =0, 1, ....
Using p= % we get
P,= {p" P, n<N
0 n>N
The value of P, is determined from the equation
= o Pa=l
P, (1+ptp’ + ..., PY) =1

_ 1
Ps = PR p#1

e Pl
Thus,
P, = ‘1‘_‘;,152 p# n=0,1, . N
Mot = A Py,

lcﬂ'= - ll{!ﬁl =\ (I'PN)
The expected numbers of customers in the system is computed as
Ls=YN., nP;

=_ 1P N

_l_pN+1 n=0 1Pn
a-pp d [1-pN*
1—pN+1 gp L 1—p

_ pli=(N+1)pN+NpN+Y
= Tamap PFI

When p=1, L,=
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